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Abstract models for businesses that provide geolocation services mar-

Network fragmentation occurs when the accessibility of Iéeted for their benefits in fraud resolution and digital rights
network-based resource to an observer is a function of hmnagemerﬁ. Fo_r example, a nL_meer Of. companies use these
the observer is connected to the network. In the context %?olocatmn services to obtain information about how a user
the Internet, network fragmentation is well-known and occul’ ((:jonnecyed tohth(;:] Intirnet (su_c hl.isllP a(?)dr?ss 3”? ISPT(:]gta)
in many situations, including an increasing preponderancet8f etermlr:je whet Srt eflljse'r. IS likely It.o € frau u'ent. I[;S,
network address translation, firewalls, and virtual private nﬂgs caused a number of legitimate online transactions to be

works. Recently, however, new threats to Internet consiste led when users are not connected at their usual point

have received media attention. Alternative namespaces hgvgt_tachment [15]. Finally, various governments and service
viders around the world have deployed network technology

emerged as the result of formal objections to the proc ” I ) ionall ; -
by which Internet names and addresses are provisioned.t gt (accidentally or intentionally) restricts access to certain

addition, various governments and service providers aroumﬁemet -content- [20], [12]. )
the world have deployed network technology that (accidentally Combined with the aforementioned sources of fragmen-

or intentionally) restricts access to certain Internet conteffglion, these new concerns provide ample motivation for a

Combined with the aforementioned sources of fragmentatidiftWork that would allow users the ability to specify not

these new concerns provide ample motivation for a netwo?l_?ly the network location of Internet resources they want to

that allows users the ability to specify not only the network!€W but also theperspectivesrom which they want to view
location of Internet resources they want to view but also tBeM In this paper, we present the design, implementation, and
perspectivegrom which they want to view them. Our vision of €valuation of ePerspective Access Netwoan overlay infras-
aPerspective Access Netwaska peer-to-peer overlay networktructure for sharing perspectives. Our prototype, called PAN
that incorporates routing and directory services that allow nof@NSists of an unstructured, peer-to-peer overldpafarders

hierarchical organization. In this paper, we present the desiggrrying TCP traffic that act as intermediaries between nodes

implementation, and evaluation of a directory service for sudfi@t cannot communicate directly.

networks. We demonstrate its feasibility and efficacy using Previous work on overcoming network fragmentation to
measurements from a test deployment using PlanetLab. facilitate end-to-end connectivity requires extensive changes
to operating systems (such as deployment of new protocol

stacks), requires the explicit participation of ISPs and content
. INTRODUCTION providers, or imposes a global hierarchical organization of

Network fragmentation occurs when the availability of &e Internet. We relax these constraints to provedese of
resource to an observer is a function of how the obsenigploymentand have built a system we have deployed on
is connected to the network. In the context of the Interndhe Tor anonymity network [8] and on PlanetLab [13]. Our
network fragmentation is well-known and occurs in mangPproach does not require changes to the operating system or
situations, including an increasing preponderance of netwd?otocol stack, does not require active participation of ISPs,
address translation, firewalls, and virtual private networks. and does not require special configuration of in-band network-

Recently, however, new threats to Internet consistency hd@¥er elements such as routers or middleboxes.
received media attention. First, a number of nations have raised®AN also does not impose global hierarchical organization
formal objections to US oversight of ICANN, the organizatio®f the Internet. Currently, both the addresses and the names
responsible for provisioning Internet names and addreksses!sed to identify resources on the Internet are allocated by
and a number of private organizations such as UnifiedRodtcollection of governance organizations that are arranged
have emerged to offer alternative namespaces [22]. Glolégrarchically with a single organization at the top having
agreement on Internet governance is becoming increasingierall “control.” Our approach allows for an Internet with-
difficult [33] which means the potential for inconsistency iPut hierarchically ordained names and address spaces—that
naming resulting from multiple DNS roots or addresses thig an Internet consisting of (possibly overlapping) network
are not globally unique will only increase. Second, a perceivé@gments, each with its own local naming and addressing
increase in online criminal activity has created viable businesgheme. This scheme promotkgality in naming in that

linternet Corporation for Assigned Names and Numbgisp: //wuw. 2CyberSourcehttp: //wuw . cybersource . com/; NatGeohttp://wuw.
icann.org/ natgeo.com/; Quova,http://www.quova.com/



multiple resources with the same name can co-exist in different
local namespaces (fragments). This scheme also prordistes
tributed managemerdf local networks, in that adding a new

IIl. RELATED WORK

A number of existing projects that focus on overcoming In-

local network and its abundance of resources to the Interd@fnet fragmentation propose their own directory management

need not require specific allocation of names, addresses,
routing from centralized authorities. .

For our overlay, we assume that each forwarder need only
have the ability to communicate bidirectionally with some
subset of the other forwarders. A PAN client that wishes to
view a resource from the perspective of a particular forwarder
F uses the PAN distributed directory service (provided, in our
prototype, by a subset of the forwarders) to determine a path
of connectivity through the forwarders . The PAN client
then constructs a source-routed circuit through the forwarders
on the path td-, which then performs a DNS lookup to resolve
the local resource name to an IP address from its point of view
and accesses the resource on behalf of the client. The cliem
therefore accesses the resource from the perspectite of

Since we do not impose a global unique naming scheme
for resources, we need a way to uniquely identify a resource.
We therefore require forwarders to generate unique, self-
certifying identifiers and a PAN client specifies a particular
resource by concatenating the forwarder ID with the resource
name as resolved the forwarder. This design choice, however,
sacrifices a certain amount of aggregation we can perform
when advertising forwarder route information within the PAN
overlay.

Resource

Perspective Access Network

Fig. 1. RERSPECTIVEACCESSNETWORK OVERVIEW. PAN presents a
peer-to-peer network for sharing perspectives, allowing access to resources
in circumstances in which the meaning of names and addresses is a function
of their context.

This paper focuses on the directory service that enables
perspective-sharing in PAN. After comparison with previous
work (Section Il), we describe the design and implementation
of our directory service (Section IIl). We provide an analysis
and evaluation of the service through measurements from
a deployment of PAN nodes using PlanetLab. In particular,
we explore the tradeoffs that arise as a result of our non-.
hierarchical design choice, particularly the fact that the extent
to which we can take advantage of aggregation is limited
(Section 1V). Finally we conclude with a brief discussion
of future work considering policy issues involved in the
deployment of PAN (Section V).

sghemes. These projects include:

INDIRECTION. 13 [26] provides a “rendezvous-based
communication abstraction” in which providers of ser-
vices register with a particular location in the network,
and those peers requesting services communicate with
that location rather than with the provider directly.
TRIAD [2] uses globally unique, hierarchical names to
identify networks; these names are propagated throughout
the system via BGP-like advertisements among TRIAD
nodes. PAN does not require registration of services,
names of resources need not be globally unique, and
names of PAN forwarders are non-hierarchical.
ANTI-CENSORSHIP Psiphon is a single proxy applica-
tion used to circumvent content filtering. A host within
a country without filtering installs the Psiphon proxy
software and remote hosts in countries with filtering can
access blocked web sites through the proxy. Infranet [10]
and Tor [8] use overlay networks to provide anonymous
communication. Anonymity networks such as these can
also be used for anti-censorship purposes, specifically
to circumvent local restrictions on access to resources.
However, since the Internet is not entirely flat, the re-
sources to which a user of these networks (or of Psiphon)
has access may vary as a function of the particular
overlay node (or Psiphon host) that is used as the last-
hop proxy. For example, requesting a particular web
page from an anonymity network might yield content
that has been tailored to the particular local network or
geographic region in which the last-hop proxy resides. If
anonymity is the goal, then a larger anonymity set may be
worth the cost of some probabilistic variation in content
reachability. PAN takes the opposite approach, choosing
to use an overlay proxy network to maximize content
reachability, possibly at the expense of anonymity.
DECOUPLING PoLICY FROM MECHANISM. FARA [3],

[4] provides a general framework for describing associa-
tions between nodes without requiring a global names-
pace. Platypus [24] provides a system for enforcing
routing policy on the forwarding plane rather than the
control plane, relying upon cooperation from intermediary
ISPs. PAN aims not to require such cooperation, at least
not on a technical level. However, PAN does present
an argument for separating network access policy from
technical decisions made at the network layer. If two
PAN forwarders are both connected to the same PAN
overlay, then technically speaking, each could have access
to whatever the other can see, regardless of what lies
between.

NON-UNIVERSAL NAMESPACES Semantic-Free Refer-
encing [31] stipulates that resources have globally-unique
“semantic-free tags”, high-entropy bit strings perhaps
generated as self-certifying names by the resource provi-
der. A client would use the semantic-free tag rather than
a hostname to identify the website, and a Reference



Resolution Service (RRS) would map human-readable
names to semantic-free tags. The goal is to decouple the
name of a resource from its content; note that this is
subtly different from thenaming localitygoal of PAN.

The possibility of having multiple different RRS servers
suggests that this approach could lead to a form of local-
ity, since different local regions or classes of organizations
could use different RRS servers to canonicalize human-
readable names. The authors provide little discussion of
how multiple RRS servers could conceivably exist in
practice, or why a single RRS infrastructure similar to
DNS would not emerge, other than to suggest that there
could be a competitive market.

EMBRACING HETEROGENEITY Plutarch [7] takes the
leap of considering network fragmentation as the in-
evitable result of political or economic forces rather than
some technical obstacle to be overcome. The authors con-
vincingly argue that avoiding global management would
promote innovation. Like PAN, Plutarch does not require
a well-defined Internet core or global names. Plutarch
“contexts” are similar to the “fragments” that we describe.
However, like IPNL and unlike PAN, Plutarch requires
these contexts to be well-defined and non-overlapping.
Moreover, Plutarch requires special configuration of mid- «
dleboxes that serve as the boundaries between contexts.
Plutarch also resolves names via a peer-to-peer search,
which PAN avoids in favor of reducing overhead and
improving connection setup time.

The functionality provided by a directory service is neces-

can access the centralized index. In PAN, we build our
directory service taking into account that the Internet is
fragmented and not all clients can necessarily reach one
single directory server. Distributed Hash Tables (DHTS)
(such as CAN [21] and Chord [27] distribute this load
across the participating peers. DHTSs tightly control both
the placement of mapping on peers and the overlay topol-
ogy which allows the efficient lookup across the overlay
from a querying peer to a peer with the mapping. DHTs
also assume that peers will be able to bidirectionally
communicate with the peers that have been assigned to
be their neighbors barring transient network partitions.
Finally, ‘unstructuredpeer-to-peer file sharing networks,
such as Gnutelld provide an “ad hoc” directory lookup
service in that lookup queries flood the network in search
of a peer who may have the mapping of interest. PAN is
designed with the goal of minimizing connection setup
latency for clients connecting to arbitrary services. Thus,
clients do not request forwarder information via flooding
because connection set up latency would grow quickly
with population size. In contrast, file-sharing networks,
miminizing the lookup time is not of priority because file
download time dominates lookup time.

COOPERATIVE WEB CACHING. Various systems been
proposed to allow groups of participating caches to track
what web objects are cached at what proxies and to
exchange cached web content amongst themselves. The
overall goal is to bring a particular web object to the cache
that is closest to the clients requesting that web object.
Previous proposals include hierarchical cache schemes

sary in a wide variey of distributed systems and networks. We

cannot do justice by describing all directory services that have

been proposed in the literature, so we focus on systems that
are widely in use today:

« DNS. The Domain Name Service [17], [18] is the widely
used directory service for resolution of hostnames and
IP addresses in the Internet. DNS names are constructed
and resolved, and updates are propagated across DNS

_ _ . Ill. ARCHITECTURE
servers in a hierarchical manner. The PAN forwarder 1D

space is flat because forwarders use self-generated, SFIEAN consists of a pairwise-connected overlay network of

certifying identifiers. This means PAN directory SerVersorwarders each of which has access to some set of Internet

. . . resources. Some resources may be available to some nodes
can neither take advantage of the hierarchical approach &7 Y

: . . but not others. The overlay network that connects all of the

DNS nor can perform aggregation of forwarder identifier, ; .

. . orwarders to each other includesdata planethat carries

as they propagate forwarder information through the .

. ) : tunnelled DNS requests and TCP sessions, as welcastzol
directory service. The latter approach is that used

b . o .
BGP [25], which aggregates prefix information to reducéfalnethat carries routing information.
the number of entries BGP has to carry and store. V¥e

(e.g., [1], [14], [32], [5]), hash-based schemes [14], [30],
directory-based schemes [9], [16], [28], and multicast-
based schemes (e.g., [29]). All of these schemes assume
that any proxy participating in the a cooperative caching
scheme can communicate bidirectionally with any other

proxy.

There are a number of problems with a distributed approach

. . %assigning names in a network. For example, two network
explore the design tradeoffs that arise from our approac : .
in Section IV. components may find themselves with the same name, and

' . there are performance costs associated with choosing names
« FILESHARING NETWORKS. Peer-to-peer file sharing sys- . S .
. : that do not inherently carry location information. However,
tems dominate Internet traffic today. These systems re- 7 . o
: ; . . or the purposes of PAN, it is both possible and beneficial to
quire functionality that allows peers to resolve files (or_ .. . -
! . . sacrifice global agreement abount names without undermining
file attributes) of interest to IP addresses of hosts thal . . : .
network integrity and functionality.
0 address the concern about uniqueness of names used

store the files. Some peer-to-peer systems use a central:
ized approach to providing this lookup functionality. Fohg identify forwarders, we allow each forwarder to generate

example, Napster placed the entire index of (filename,

address) mappmgs on a Slng_le host. Apart from the_ POsGnutella  Protocol Specification, http://www9.limewire.com/
tential scalability concerns, this approach assumes clieRéSeloper/gnutella_protocol_0.4.pdf



a self-certifying identity (such identities may be mapped to F1EH [ F2 F3
human-readable nicknames by third-party certification author-
ities). Each forwarder, then, possesses two namegiplal \ / \
name, used to identify itself within the PAN network, and — — —
a local name, _useq to identify itself within its Ipcal names- =l - =l A =l
pace. By considering that each forwarder provides access to ] —— ——]
resources within its own local namespace, we avoid requiring A B C
that all names for all Internet resources be globally unique.

To specifically identify each Internet resource, we concate-
nate the locally meaningful nhame of the resource with an dir server A
identifier specifying the name of the forwarder from which master entry for A forwarder entry for A
we want to access that resource. For the purpose of our rorarder entry for B
implementation, we assume that resources are named by directory entry for B
hostname or IP address, so to access a resource listening on forwarder entry for ¢
TCP portg0 of 192.168.0.3 as seen by a forwarder named e Y | romarder enery tor 11

serifos, we would usel92.168.0.3.serifos.exit:80.

forwarder entry for F2

A. PAN Directories

A subset of PAN forwarders also serve as directory serveFy. 2. RecorDs INPAN DIRECTORIES Given three directory servers
so every PAN directory server is also a forwarder. Eadf}B.C} and wo standalone forwarderSy, F2} as shown at right, the table

. . at left illustrates one possible set of records published by directory sArver
directory server provides a set @fcords (a) amaster record
containing attributes describing itself, (b) a setdifectory
records each containing attributes describing directory peers,
and (c) a set oforwarder records each containing attributes When a client issues a query for a forwarder record, but a
describing individual PAN forwarders. The records are pulglirectory server has no corresponding forwarder record, the
lished via a simple server that responds to queries in the fogfifectory server may refer the client to a set of directory
of HTTP-GET requests, and these attributes are periodicafigrvers that have previously indicated knowledge of forwarder
pushed to neighboring directories via directory updates in thecords matching the request of the client. Thederral
form of HTTP-POST requests. Figure 2 illustrates one possilsiensists of a set of directory records and the forwarder records
set of records stored in a directory server given one possiii@t correspond to the directory servers.
network of directory servers and standalone forwarders. Since directories are not required to explicitly fetch in-

]_) Master RecordsA Comp|ete PAN directory server list- formation on behalf of their clients, a client that queries a
ing includes exactly onenaster recorgdwhich contains three directory for information can expect to be referred to a specific
attributes, as follows: @eader consisting of the name of neighboring directory server. However, such referrals are not
the directory server and its version,timestampindicating arbitrary: clients seeking a particular forwarder record will be
when this directory listing was created, andsi@mtusrecord Sequentially referred to some subset of the set of directories
identifying each forwarder indexed by the directory including @along the reversal of the path by which the advertisement of
bit that indicates whether the directory believes that forward#e forwarder propagated through the network.
to be active. The bit specifying whether a given forwarder is We use ABNF [6] to specify the format of text fields. We
reachable is set to true when the directory server receivesSpecify self-certifying forwarder names and metadata fields
sufficiently recent descriptor for an individual forwarder, anéiccording to the following formats:
it is set to false when the descriptor expires.

2) Directory Records:Each PAN directory server publishes
a number ofdirectory records each containing a set of FMETA := *(ALPHA / DIGIT / "-")
attributes that describe a specific peer directory server. A
directory server accrues a set of directory records over timeEach directory record contains the following attributes:
via directory updates from its neighbors. Unlike peer-to-peer. SERVICE-DESIGNATION. (required) This field tells a
filesharing services such as Gnutella or BitTorrent, PAN is client how to connect to a directory server, given that the
designed with the goal of minimizing connection setup latency client has already constructed a circuit to the forwarder
for clients connecting to arbitrary services. Thus, clients do residing on the same machine as the directory server.
not request forwarder records via broadcasting or heuristic In our present implementation, this field is a TCP port
searches; instead, each directory maintains a set of directory number.Format: *VCHAR
records, each uniquely corresponding to one of its peerss PROPAGATION-PATH. (required) This field contains an
Scalability dictates that each individual directory server need ordered list of directory servers through which this par-
not know everything about the entire network, so there is no ticular directory record has propagated before reaching
guarantee that each directory server contains a record for each the directory server upon which it presently resides.
other directory server in the entire network. The primary purpose of this field is to avoid cycles in

FNAME := 40(ALPHA / DIGIT)



the propagation of directory records. The value of this
attribute may be empty, in which case the propagation
path for this particular directory record is presumed to be
the empty list (i.e., the directory server described by this
record is a neighbor of the directory server upon which
this record presently residesformat: *1FNAME *(","
FNAME)

SUMMARY. (optional) This field provides a list of
PAN forwarders associated with this particular directory
record, indicating that the corresponding directory offers
to forward traffic to the indicated set of PAN forwarders. «
For each forwarder in the list, this attribute also includes
a numeric value indicating the stated number of hops
in the forwarding path leading to that forwarder. Note
that descriptors for the forwarders indicated in this list
may or may not be published at the particular directory
server. See section IlI-B.1 for detail§ormat: FNAME

"=" %xDIGIT *("," FNAME "=" *DIGIT)
COMPILED-METADATA. (optional) Propagation of meta-
data is analogous to propagation of individual forwarder
descriptors. Just asummaryattribute provides a list of
forwarder names whose descriptors that might be found
by querying some particular directory server, this field
provides a compiled list of metadata strings that might
be found by querying the specified directory server. In
general, this field is a list of metadata strings representing
the union of all of the metadata strings corresponding to
all of the forwarders that appear in tfBummaryfield

of this directory record. Therefore, directory serveray .
issue referrals to clients querying for forwarder records
matching some particular metadata field in the same man-
ner by which theymay issue referrals to clients querying
for specific forwarders by namé&ormat: FMETA *(","

The primary purpose of this field is to avoid cycles in
the propagation of forwarder records. The value of this
attribute may be empty, in which case the propagation
path for this particular forwarder record is presumed to
be the empty list (i.e., the forwarder described by this
record published its information directly to the directory
server upon which this record presently resides). Note that
this path is not necessarily the same as that provided by
the Forwarding-Pathattribute. Format: *1FNAME *(","
FNAME)

FORWARDING-PATH. (required) This field contains an
ordered list of directory servers indicating the circuit
that a client should construct to reach the forwarder
described by this record. Differences between this list
and the list provided byropagation-Pathattribute arise

in two ways. First, directory servers through which a
forwarder record propagates are not required to add
their names to the forwarding path. Second, the PAN
architecture allows forwarders to publish their descriptors
in directories in locations from which those forwarders
are not directly accessible; to address this, the forwarder
may provide instructions by which clients can reach it
from the perspective of the directory to which it publishes
its information. These instructions appear in the form of
a path, listing a particular sequence of nodes to which
to connect to establish a circuit including the target for-
warder; see Section IlI-C.2 for detailBormat: *1FNAME
*("," FNAME)

METADATA. (optional) This attribute provides additional
information (e.g. geographic region, network name, con-
nectivity information, access to particular resources, etc.)
describing the forwarder. Since it is not part of the
descriptor (we presume that descriptors have their own

*FMETA) metadata fields), it is not signed by the forwarder with its
private key, and thus it may be modified at the discretion
of the directory servers through which it propagates.

Format: FMETA *("," xFMETA)

3) Forwarder Records:When a PAN forwarder publishes
its descriptor, metadata, and connection information to some
directory server, the directory server in turn creates a forwarder
record using that information. Each forwarder listed in 8 cjient Interaction

directory has exactly one corresponding forwarder record. In . . L .
y y P g OOur implementation of PAN leverages the circuit-building

odule of Tor [8] to instruct a running Tor process to
uild a circuit through the overlay of PAN forwarders. To
e how the various components interact, refer to Figure 3.
e main PAN client process itself does not interact with
client applications directly; instead, it communicates with PAN
« FORWARDER DESCRIPTOR (required) PAN directory directory servers using specially-built Tor circuits, and it uses
servers providedescriptors that can be used by thedescriptors obtained from these conversations to instruct Tor
PAN client to establish circuits through the forwardingo build circuits that client applications can use. To take
network. Descriptors are self-signed statements publishadvantage of PAN, client applications may need to interact
by forwarders that contain contact information, includingvith an application-specific proxy that assures that requests
IP address and port for accepting circuit-building corfor network resources are semantically correct. For example,
nections, public key, and salient information about th& proxy for a web browser might rewrite HTTP headers to
capabilities of the forwarder, including exit policy andexcise the PAN forwarder request from the hostname fields.
bandwidth measurements. Similarly, the same proxy might rewrite HTML tags containing
o PROPAGATION-PATH. (required) This field contains an URLs to ensure that all links on a page are accessed via the
ordered list of directory servers through which this pasame PAN directives when clicked or loaded automatically.
ticular forwarder record has propagated before reachingl) Issuing Queries:To establish a path to a specified exit
the directory server upon which it presently residepoint, PAN must first determine the path to the exit point and

propagated less widely than directory records; see Section
C for details. A directory servemust publish a forwarder
record for itself. Each forwarder record contains some sub
of the following fields:



the original request.

The contract between a directory server and a client issuing
a query is as follows. If a client issues a query, then the
directory servemust respond with one of the following:

Jovicsion . (a) a forwarder record for a forwarder that matches the
query,
« (b) (in the event of a specific query) some set of directory
records and their corresponding forwarder records, such
Fig. 3. Q.IENT PERSPECTIVE Client applications communicate with PAN that e_a(_:h dlreCtory record contains elth@mmarweld
via a series of proxies: PAN consists of software (a program that controls ~ CONtaining an element that matches a given forwarder
a running Tor process) as well as a service (the perspective access network name,
itself). « (c) (in the event of a general query) some set of directory
records and their corresponding forwarder records, such
that each directory record containsCampiled-Metadata
obtain descriptors for each of the forwarders along that path, field containing an element that matches a given string,
including the last one. Sufficient information necessary to learn or
a path to a given destination and all of the requisite descriptorss (d) an empty list of records, indicating that the query was
may be available from the directory server to which the client unsuccessful.
speaks directly. Otherwise, the client will need to obtain the Finally, a directory servemay interpret a query asecur-
missing information via a series of queries to directory SEIVEKve meaning just as some DNS servers are Configured to
See Figure 4. Each time that a client queries a directogsue DNS requests on behalf of their clients, PAN directory
serverA and is referred to another directory serefor more servers may issue queries on behalf of their clients, provided
information, the client extends the circuit used to communicaggat they return results that satisfy the criteria listed above. One

PAN
Application
Proxy

Client
Application €|

(e.q. Firefox) (e.g. edgeproxy)

i I

Perspective
Access
Network

SOCKS

Tor Controller
(AN Clienty  [€> Proxy

(Tor Client)

client system

with A to B, thus adding a single hop to the circuit. incentive to configure directory servers to perform recursive
gueries is that it reduces the amount of work and network
dir server A dir server B dir server ¢ activity on the part of the client.

A client may specify to the directory server that it intends
for its query to be non-recursive, in which case the directory
directory entry for B directory entry for C forwarder entry for F1
summary { F1, F2 } summary { F1, F2 } should honor that request.

forwarder entry for F2

| master entry for A | | master entry for B | | master entry for C

forwarder entry for B forwarder entry for C

y 7 A y___/|

1 B >l < > —

|| || | E

_— _— | F1

-_— -_— |

Q1 Q2 Q3
-
Client F4 id 79f72ae5

foo.source.net

F1id 3938495b

bar.target.org

Fig. 4. IssuING QUERIES. Suppose that a client application requests a
service as seen by forwardén, and the PAN client is configured to use
directory serverA. The client first sends a query #§ who responds with a
referral toB. The client next sends a query B) who in turn refers it taC.
Finally the client sends a query @, who has the descriptor. The client then
uses the resulting circuit throudi, B, C} to connect to the target service.

Fig. 5. ACCESSING ARESOURCE After making use of the PAN directory
. . . servers, a client system has a source route suitable for building a circuit
There are two types of queriespecific queriesindgeneral through the set of forwarders to the last-hop forwarder, through which the

gueries Specific queriegequest a path to a particular for-client can access the (otherwise occluded) Internet resource.
warder whose name matches a given string, indicating that

the client wants to build a circuit that terminates at some 2) Building Circuits: In our prototype, once it has obtained

specific last-hop forwardeGeneral queriesequest a path 10 fopywarder records for the entire path to the last-hop forwarder,
a forwarder whoseMetadatafield matches some particularine pAN client will provide the necessary descriptors to Tor
string, indicating that the client wants to build a circuibng then ask Tor to build a circuit using those descriptors (see
that terminates at any last-hop forwarder whose forwardgfyyre 5). Once the circuit has been built, PAN will inform

record on some directory server matches some criterion. N§t§ that the TCP stream received from the client application
that directories control the content bfetadatafields within - ¢i,5u1d be attached to the newly constructed circuit. We have

forwarder records, so, for example, a client issuing a gene[leq our implementatidrio confirm that the set of web pages
guery may choose to reject a circuit to a specific forwarder

if its descriptor does not contain a metadata record matchingBlossom,http://afs.eecs.harvard. edu/"goodell/blossom/




accessible from some ISP in China differs from the set of web = —
pages accessible from some ISP in Boston. Forwarders =I
£\ _

C. Directory Protocol

y  /

The directory servers propagate both forwarder records and \D\_>=l Directory
 —1
N

directory records to other directory servers throughout the Servers
system. In this manner, any client using any of the directory

servers throughout the system will have a measure of assurance

that it can build a circuit to its requested forwarder, provided D Forwarder Updates \ _=§|
that directory server configuration permitted the propagation @ Directory Updates ﬂ. —
of routing information.

Directory records are stored djsng_term statethat is Fig. 6. DIRECTORY PROPAGATION. Each forwarder publishes its forwarder
assumed to be up-to-date unles®izectory Updaterequest record to some set of directory servers, and each directory server publishes
from a neigboring directory server is received. Since the meis-directory record to its neighbors. Directory servers propagate both kinds
sage volume involved in maintaining synchronicity of routin@f records according to their individually-configured policies.
information can be expensive, only the changes are pushed
from a directory to its neighbors. When a directory first comes
online, and periodically over a long time interval thereaftefPplied at each directory server. Figure 6 illustrates the process
it requests aburst from each of its neighbors. The bursty which route information is propagated through the network.
contains all of the directory records that the neighbor woufgach forwarder advertises its forwarder record to some set
ordinarily provide via regular directory updates, reflecting thef directory servers, and directory servers propagate the for-
state of knowledge that the requestor would have had if\arder record through the network as far as policy permits.
had been receiving directory updates since the neighbor firgtwarders that are also directory servers advertise only to
came online. After receiving the bursts, the requestor applie§@mselves. Each directory server creates a directory record
path-selection algorithm to determine the set of records thaf@f each of its neighbor directory servers and propagates the
should propagate, and it updates each of its neighbors with tfg§ord through the network. Thus, forwarders push forwarder
set of records. Subsequently, the directory will only receiv&cords to directory servers, and directory servers push both
directory updatesrom its neighbors when individual recordsforwarder records and directory records to other directory
change. Each time the directory server receives a direct&®§/Vers.
update that results in a change to its own set of records, that
directory serveshould notify its neighbors about the change
within a reasonable period of time.

Conversely, forwarder records are storedshsrt-term state
that is periodically refreshed, since forwarder descriptors /"
change frequently and individual forwarders themselves may
join and leave the network frequently. Individual forwarder | ‘&%

d3 via {d4}

records must be periodically re-issued: if a forwarder record i

becomes too old before it is replaced, then directory servery

should discard it.
Periodically, neighbors send empty updates to each other, @

even if they have no directory changes to send. Such empty | <

updates aréeepalivemessages. If a directory has not heard

from one of its neighbors for a sufficiently long period of time,

it concludes that the link to the neighbor has been severgd@l 7- ADVERTISING PAN FORWARDERS PAN directory servers use a
path-vectoralgorithm to propagate contact information for PAN forwarders.

_anq rgsponds by iSS_Uing withdrawal message o its PEEISp|ack lines indicate the path taken by an advertisement initiated by the
indicating that the directory record is no longer availableirectory server labeled;. The boxes represent the records stored at the
Withdrawal messages carry vaIRtopagation-Patrattributes various directory servers, includirRyopagation-Pathand Summaryattributes
. . ' of directory records.

and any directory server that currently offers a directory record
whose Propagation-Pathattribute contains the name of a
neighbor from which it received a withdrawal messagyest If a directory server receives two conflicting forwarder
either propagate to its neighbors either the withdrawal messageords (e.g., two records with different attributes for the same
itself or an ordinary directory record withRropagation-Path forwarder), it chooses the one to propagate based upon the
attribute that does not contain the name of the neighbor frdength of its Forwarding-Pathattribute. If a directory server
which it received the withdrawal. receives two conflicting directory records, it chooses the one

1) Directory Propagation:Both directory records and for-to propagate based upon the length of Pt®pagation-Path
warder records are propagated using a BGP-like path-vecatiribute. Figure 7 provides an overview of how forwarder
protocol that includes a simple route selection algorithinformation propagates in the general case. The specific con-
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figuration of individual directory servers may cause exceptions
to these rules; Section IlI-D discusses this in greater depth.

2) Directory RequestsDirectories address five different

kinds of requests, all issued using HTTP/1.1 [11]:

« COMPLETE LISTING. This is a request for the entire
set of records, including its master record, all directory
records, and all forwarder records. The response to this
request can potentially be quite large, but query overhead
for a client could be reduced substantially if most of
the forwarders to which it desires to build circuits have
forwarder records published on the same directory server.
Request Format:

"GET /pan/ HTTP/1.1"

. DIRECTORY BURST. This is a special request sent by a
directory server when it first comes online to bootstrap
its knowledge of the records advertised by each of its
neighbors. A directory server responds to this request by
providing a master record, all of its hard state (i.e. agig

Forwarder

dir server B
A: full or prepend

dir server A
B: none

fo-8o Se-

Forwarder

dir server B
A: summarize or proxy

dir server A
B: none

fo-8o0 8

Forwarder

dir server B
A: none

dir server A
B: none

. 8. PEERING DIRECTIVES. Suppose that a forwarder publishes to

D. Directory Configuration

directory records), and its own forwarder recoRéquest
Format:

directory serverA, and directory serveB accepts updates from directory
serverA subject to some particular peering directive. If the peering directive
is FuLL or PREPEND, thenB will propagate the forwarder record in addition
to a directory record foA. If the peering directive is SMMARIZE or PROXY,
thenB will include the name of the forwarder in ttBummanattribute in the

QUERY. This is a query from a client or directory servegirectory record fo. If the peering directive is NNE, thenB will propagate

f f d d. eith licitly (b no information aboutA or the forwarder records propagated fran White
or a forwarder record, either explicitly ( y name) 0'bages are forwarder records; gray pages labellade directory updates.

implicitly (by metadata or descriptor-derived data field).
See Section IlI-B.1 for detailRequest Format:

"GET /pan/burst HTTP/1.1"

"GET /desc/id/" FNAME SP "HTTP/1.1" other in a BGP context. A special configuration file contains
y . . . a list of neighbors along with peering policy and reachability
GET /desc/meta/" FMETA SP "HTTP/1.1 information in the following format:
PuBLISH FORWARDERRECORD. This is a request from a

forwarder to store a complete forwarder record (possibly 2eighbor”

Including an explicit forwarding path and metadata). The poLICY field represents a peering directive that takes
Request Format: one of five values (see Figure 8 for an illustration):

« FuLL. The directory server propagates both directory
records and forwarder records received from the spec-
ified neighbor, adjusting th€@ropagation-Pathattribute
of each record by appending the name of the neighbor.
In general, other fieldsnust remain unmodified, though
the directory servemay alter Metadataand Compiled-
Metadataattributes.

. PREPEND The directory server propagates both directory
records and forwarder records received from the specified
neighbor, adjusting the propagation path by appending the

SP FNAME SP POLICY SP HOST ":" PORT

"POST /pan/ HTTP/1.1"

DIRECTORY UPDATE. This is a request from a neighbor-
ing directory server to record any updates reflecting any
changes to the directory of that neighbor that occurred
during the last update intervaRequest Format:

"POST /pan/directory-update HTTP/1.1"

A number of parameters govern how individual PAN for-

warders interact with forwarders, clients, and their peers.

These parameters includeighbor directives, which specify

the set of peers with whom a directory server communicates
directly, ingress directives, which specify preferences for
advertisements received from forwarders and neighbors, and
egress directives, which specify filters for sharing routes with
clients and peers. In this section, we describe the syntax and

practical significance of these parameters.
1) Peering ArrangementsDirectories establish peering re-

lationships with each other in a manner similar to how

name of the neighbaand alsoadjusting thd=orwarding-
Path of each forwarder record by appending its own
name. Thus, clients will be instructed to build a circuit
through our node en route to the destination forwarders
propagated via this neighbor. Modification of other fields
is subject to the same conditions that apply to EFul
directive.

SUMMARIZE. The directory server propagates directory
records received from the specified neighbor, adjusting
the propagation path by appending the name of the
neighbor. However, rather than propagating all forwarder

autonomous systems establish peering relationships with each records from this neighbor, the directory server propa-



gates only forwarder records corresponding to directory

servers. In addition, the directory server createSum- e
mary attribute for this neighbor and adds the names of
each forwarder whose forwarder record is received from
this neighbor other than the neighbor itself. The directory
servershould define the numeric value associated with
each forwarder in th&ummaryattribute as one plus the gir_server B G (see beton

length of theForwarding-Pathattribute from its forwarder Fi none
record. Similarly, the directory server createS@mpiled- 8 /

dir server C

A: summarize

B: summarize
E: none

\ /o

dir server E

dir server D
E: none

Metadataattribute for this neighbor. The directory server
may define this attribute as the union of aletadata

®

attributes included in all forwarder records received vi - . - - -
this neighbor except the forwarder record for the neighbordirective records propagated attributes
itself. For each of the new attributes, if it is non-empt full dir B, fwd A sumnary: Al
itself. - N ! . Py, dir B, fwd B summary: Bl
then the directory server adds it to the directory recond dir C, fwd C
for this neighbor. dir D, fwd D
. Proxy. The directory server propagates neither directony fwd D1
records nor forwarder records received from the neighbor. fud E
. . repend dir A, fwd A summary: Al
Instead, the directory server creates a new dlrectoryP fwd-path: E
record for this neighbor, according to the following dir B, fwd B summary: Bl
specification. TheSummaryfield of the new directory fwd-path: E
record must contain the union of all of the names of dir C, fwd C fwd-path: E
all of the forwarders from which the directory server dir D, fwd D fwd-path: E
. . . fwd D1 fwd-path: E
received forwarder records from this neighbamd all fud E
of the names Qf all of Fhe foryvarders appearing in alt summarize dir A, fwd A summary: AL
Summanryfields included in all directory records received dir B, fwd B summary: B1
from the specified neighbor. The directory sersbould dir C, fwd C
set the numeric valud associated with each forwarder ilz E’ fwd D summary: D1
. . W
f in the Summaryattribute to d(_f) =1+ va where proxy dir ¢, fwd C summary: B,AL,B,B1
Ps is th.e. length of theForwarding-Path attrlbute. for dir D, fwd D summary: D1
any sufficiently recent forwarder record fdr received fwd E
via the specified neighbor, and the minimum numericnone fwd E

value associated with across allSummaryattributes for rig. 9. ReerinG ARRANGEMENTS Consider the scenario illustrated by the
all directory records received via the specified neighbdiagram shown above the table, in whigh B, C, D, E} are directory servers,

; i lad. : with rectangular boxes indicating the peering directives for the indicated
otherwise. Slmllarly’ thé:ompned Metadatdield of the neighbors andA;, By, D1} are standalone forwarders. The table indicates what

new directory recordshould contain the union of all records are propagated and what corresponding attributes are definedwhen
Metadata attributes included in all forwarder recordsapplies the indicated peering directives fmth of its neighborsC and D.

received via the specified neighband each element
of each Compiled-Metadataattribute included in each

directory record received via the specified neighbor. In 2y |ngress Policy: The ingress set of directives provide
this manner, clientsnay be referred to the specifiedzqditional control over route selection, allowing the owner of
neighbor when they request a forwarder name or metadatajirectory server to stipulate what records to accept from
field that propagated to this directory server via thgywarders and neighbors as well as what preferences to

specified neighbor. assign to records based upon their propagation paths and the

- NONE. The directory server does not propagate anythingighbors from which they are received. The directives have
received from this peer. This peering directive specifigge following formats:

that a directory serveshould send periodic directory
updates to this neighbor bahould not make use of any "ingress pref" SP FNAME SP [FNAME "#"] SP *DIGIT

directory updates that it receives from this neighbor. _
"ingress accept" SP [FNAME "*"]

If a directory server is configured such that the final field
of someneighbor directive takes the forriOST "." FNAME
".exit:" PORT, then the directory serveshould wait for the "ingress dir-accept" SP FNAME SP [FNAME "*"]
specified neighbor to build a persistent circuit to the directory |,
server before it attempts to establish contact (i.e. request a
burst) with that neighbor. Directory serversshould interpret the configuration direc-

Refer to Figure 9 for an example of how peering arrangéves as follows:
ments affect propagated records. « INGRESSPREF. This directive takes three arguments. The

"ingress reject" SP [FNAME '"x"]

ingress dir-reject" SP FNAME SP [FNAME "x"]
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first argument refers to a specific neighbor, and the secoifichultiple directives match the same record, then only the first
argument refers to the name of a forwarder that mightatch is considered (order has significance).

occur in thePropagation-Pathattribute of a forwarder  All of the experiments described in the next section have
record or a directory record. The third argument is thiellly open ingress andegress policy directives.

score assigned to records received from the specified

neighbor, if and only if the second argument 'is" IV. EVALUATION

or the Propagation-Pathattribute includes a forwarder . . .
that matches the second argument. If two neighbors b(B o |I_Iustrate some of the design tradepffs inherent to the
N directory service, we performed empirical measurements

propagate either a forwarder record or a directory record.
cortesponding 10 the same forwarder, then the roug 195 BRI B R o S O owarder i
selection algorithm uses thewgress pref directives to P ’

assign scores to both advertisements. The default scgtg dﬁ'\cj&vegaeﬁ;gd \7\2 mreefselﬁbfoetnc;tj;f;e tgg?eser?(l)s;?n S.i rsvte
for a route (i.e. if it does not match amyngres pref y ' P J

directives) is zero. If the scores are unequal, then the m&?%varrdlngha?sta?dilonr?rgo;vtvar\(/jvers ianed forwarders and di
selection algorithnshould select the route with the higher or each ot our experiments, we assigned forwarders a )

score. Otherwise, the route selection algorithm Consider%ctory servers at random from the set of PlanetLab nodes that

length of thePropagation-Pathattribute as described inWe had prev!ously determined to be responsive. Our selectl_on
Section III-C.1 process assigns forwarder roles randomly, so the topologies
. that we chose areonservativen the sense that pairs of nodes

« INGRESS{ACCEPT ReJECT}. These directives each taketh t directl icate with h oth determined
a single argument. If the argument'ig", then it matches at directly communicate with each other are getermine

all forwarders: otherwise. it matches the name of a parti}g/_ithout regard to the underlying network infrastructure. We

ular forwarder exactly. If a particular forwarder attemptgrUSpeCt that pairwise communicators in most PAN networks

to publish its forwarder record, then the directory serv eployed in practice would be chosen more intelligently.
should accept the record if its name matchesiagress

accept line and reject the record if its name matches an ® setup' —=—
ingress reject line. The default behavior is to accept lookups =
all forwarder records for publication.

« INGRESS{DIR-ACCEPT, DIR-REJECT}. These directives
each take two arguments. The first argument refers to a
specific neighbor, and the second argument refers to the
name of a forwarder that might occur in tReopagation-
Path attribute of a forwarder record or a directory record
(or "x", which matches all records received from the
specified neighbor). The directory senatrould accept a .
record received from the specified neighbor if it matches o ! ! ! ! !
an ingress dir-accept directive and reject a record 0 L 2 3 4 5 6
received from the specified neighbor if it matches an path length (no lookups)
ingress dir-reject directive. These directives arefig. 10. QrcuiT SETUP LATENCY. Initial TCP connection setup time

considered in advance dﬁgress pref directives. increases by an average of 0.8 seconds per hop, and each query issued during

. . . . the process of constructing a circuit adds an average of about 0.3 seconds.
In all cases, if multiple directives match the same record,

then only the first match is considered (order has significance).

3) Egress PolicyTheegress set of directives do not affect
local route selection; instead, they determine which routes &€ Circuit Setup Performance
propagated to which peers. The directives take the following
formats:

connection setup time (s)
w
T

To test setup latency for circuits involving multiple hops
through the forwarding network and the effect of client queries
"egress accept" SP [FNAME "*"] SP [FNAME "x"] on TCP connection setup time, we partitioned the nodes into
groups of six and assigned each as a directory server (i.e.
no standalone forwarders). We useéighbor directives to
Eachegress directive takes two arguments. The first arguarrange each group into a chain of length five. We then
ment matches the name of a neighbor to which to propag@@ceeeded to run two tests, as follows:
a record, and the second argument matches the name of @ GENERIC CIRCUIT-BUILDING TEST. For each group
forwarder that might occur in thBropagation-Pathattribute of six directory servers, we used thgepend peering
of a directory record or forwarder record. The directory server directive for all links, directing each directory server to
should propagate a record received to the specified neighbor if prepend its name to the forwarding path of each forwarder
it matches aringress dir-accept directive andshould not record as it propagates. As a result, the node at one end
propagate a record to the specified neighbor if it matches an of the chain has a set of five forwarders to which it can
ingress dir-reject directive. As withingress directives, build circuits, each representing a different path length

"egress reject" SP [FNAME "*"] SP [FNAME "x'"]
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between one and five. We tested the time taken for Teee Figure 12 for a list of the parameters relevant to our
to build a circuit for our specified path by requestingnfrastructure experiments.

to send TCP traffic to some port on the final node in We then performed a series of experiments that involve
the circuit. The line markedetup in Figure 10 shows selecting different combinations of values fdég, n;, and

the average TCP connection setup latency using circuftisas well as different peering directives (specificalfy11

of various lengths. We are interested in using PAN forersussummarize versusproxy). We observed the size and
interactive applications, and by comparison, user studigequency of messages sent between directories and standalone
have shown that users sometimes shift the focus of thé&rwarders as well as messages sent among directory servers.
attention after as little as two seconds [23]. In each case, we used a setMfodes, selecting; stan-

« CIRCUIT-BUILDING TEST WITH QUERIES. For each dalone forwarders per directory server, leavimg= [N/n¢].
group of six directory servers, we used ghexy peering We organized the standalone forwarders indaroups ofns,
directive for all links, directing each directory server tsuch that each forwarder in a group publishes its forwarder
not propagate forwarder records but instead require thecord to the same directory server and each directory server
client to issue queries to each successive directory serveceives forwarder records from members of one particular
along the path to the final node in the circuit. As witlgroup. Note that as we increase the valuengfthe number
the previous test, the circuit that the client builds contairef directory servers decreases, sindeis presumed to be
between one and five hops, but the client nhow incuronstant.
an additional penalty for spending the round-trip time For each experiment, we organized the set of the directory
necessary to perform the query. The line marketkups servers into a symmetric, circular topology in which each
in Figure 10 shows the average TCP connection setdjgectory servers has exactdyneighbors. Forwarders contact
latency using circuits of various lengths. In each castheir assigned directory servers to publish their forwarder
the number of queries performed is equal to the numbecords and download the latest version of the directory every
of hops minus one. We observed that the connectidn seconds. Directory servers push updates (such as changes
setup time increased, relative to the circuits constructededdescriptors, withdrawals for forwarders that have failed) to
without gueries, by an average of about 0.3 seconds meher directory servers eveily seconds.
query. Our experiments investigate the following questions:

. What effect does the degree of connectivity,have on
the overall amount of traffic on the control plane?

. What effect does the extent of clustering have on the

throughput of control messages sent amongst directory

// \ servers and between directory servers and standalone

forwarders?

\ // « What effect do peering directivesimmarize andproxy

have on the overall throughput of control messages?

. What effect does the intervaly between directory up-
dates have on the transfer rate of control messages
between directory servers?

Fig. 11. DRECTORY TOPOLOGY. In our experiments, we organize the
directory servers in a symmetric, circular topology in which all directory
servers have the same degree 180

T T T
with other dirservers —=—

160 | with standalone forwarders —=— |

140

N number of nodes~( 300)
n; standalone forwarders per directory server
ny number of directory servers

ss  Size of directory record

& size of forwarder record with summary
s¢  size of forwarder record~(4 kB)

6  dirserver connectivity

120

100

80

data transfer rate (kB/s)

60

Ty directory update interval~{( 60 s) 20 - _
Ty forwarder fetch interval{ 600 s) e e S
T. forwarder record expiration O T a0 o s 100 120 140

. time between directory updates (s)
Fig. 12. QONTROL PLANE TRAFFIC PARAMETERS.

Fig. 13. DRECTORY UPDATE INTERVAL. Effect of perturbingTy while
settings = 4, ny = 8, and peering directiveummarize.

B. Infrastructure Performance The following equation governs the data ratgenerated by

To evaluate the control plane infrastructure, we generategach directory server in the control plane, measured in bytes
number of different topologies by varying a set of parametenser second:



12

300 T

w Figures 13 through 15 depict the approximate outbound data

T T
with other dirservers —=—

with standalone forwarders - rate for individual directory servers as observed. The two terms
in Equation 1 refer to the two lines in the figures.

g 200 L | Figure 13 illustrates the effect of varying the frequency of
g updates between directory servers. As the duration between
5 150 i updates increases, the quantity of outbound traffic to other
% directory servers decreases in inverse proportio o So,
§ 100 | . improving the convergence time for the PAN routing tables
© requires a concomitant investment of bandwidth.
50 1 Figure 14 illustrates the effect of varying the number of
. B - ‘ o ‘ neighbors to which each directory server is connected. As the
2 4 6 8 10 12 14 number of neighbors increases, the volume of outbound traffic
neighbors per directory server to other directory servers increases linearly, since changes
Fig. 14. FORWARDERCONNECTEDNESS Effect of perturbings while setting !n mter_nal state are propagated to all nelghb(_)rs. Th.erefore’
Tq = 60, nf = 8, and peering directiveunmarize. improving the robustness of the system by increasing the

connectivity between nodes also requires an investment in
bandwidth. The figure shows the outcome of an experiment
— ” ‘ using thesummarize peering directive, but it is important to
with other dirservers —=— . h . . .
with standalone forwarders —s— note that if theproxy peering directive were used instead,
then the volume of control plane messages would still increase
g proportionally withég, but circuit setup time would decrease
with &, since the number of lookups required to discover the
circuit to be created through the overlay would decrease.
1 Figure 15 illustrates the effect of varying the number of
standalone forwarders that publish their forwarder records to
a given directory server. Since our experiments use a constant
i number of nodes, adjusting this parameter changes the ratio of
directory servers to standalone forwarders. Specificallyn-
5 10 15 20 5 creases whil@y decreases. Since we are using ¢éhemarize
forwarders per directory server peering directive, the volume of traffic between a given direc-
tory server and standalone forwarders increases beaause
dominates the first term of Equation 1, whereas the volume
of traffic sent to other directory servers decreases beaause
dominates the second term of Equation 1. So, increasing the
number of “leaves” in the topology by decreasing the ratio
of directory servers to standalone forwarders alleviates some
nsu  Su .. . .
= — + — (1) of the traffic in the core of the network but increases traffic
Tr o T at the edges. Robustness is not necessarily affected, since
The first term describes the interaction with standalorierwarders can publish their forwarder records to multiple
forwarders, and the second term describes the interaction wdiFectory servers. While we do not show experimental results
neighboring directory servers. The value Tyf is determined for that situation, we assert that directing each standalone
by the extent to which the records held by individual directorfprwarder to publish its forwarder record todirectory servers
servers have converged. In an ideal situation, the denomindt®olves substitutingnry for n¢ in Equations 1 through 5.
of the first term would be exactly,, though our implemen-
tation makes no effort to achieve this goal. The relationships Traffic Profiles
between the various interval values are given by the following Figures 16 and 17 depict the average outbound traffic
expression: volume per minute for a typical directory server. Figure 16
presents the outbound traffic between a directory server and
Ta<Tk<Ti<Te (2) its neighbors, given peering rutemmarize and two different
values ofns. Observe that the traffic volume levels off after
The value ofu in Equation 1 is determined by the parincreasing for the first twenty minutes while PlanetLab nodes
tiCU|aI’. peering direCtiVe Used, as i”ustrated by the fo”OWingOme On"ne and routing information Converges_ Figure 17
equations: shows the average outbound traffic volume per minute to
standalone forwarders. The periodicity is the result of periodic
directory fetches at time intervdl; on the part of standalone
Mass + N ®)  forwarders
Usummarize = NaS + (Ng+Nf)St 4 In Figure 18, we show the overall traffic volume of control
Uproxy = 0% +N¢St (5) messages sent between directory servers and standalone for-

140

120

80 -

60

40

data transfer rate (kB/s)

Fig. 15. FORWARDERS PERDIRECTORY SERVER. Effect of perturbingns
while settingTy = 60, § = 4, and peering directiveummarize.

r

Ufull
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T
proxy —=—
summarize

data transfer rate (kB/s)
N
T
d\}
1

data transfer rate with other directory servers (kB/s)

0 10 20 30 40 50 60 30 40 50 60
time (m) time (m)

Fig. 16. INTER-DIRECTORY TRAFFIC PROFILE. Five-minute moving av- Fig. 18.  TRAFFIC PROFILE: PROXY VERSUS SUMMARIZE. Five-minute

erage snapshots, by minute, for traffic from a typical directory server to itsoving average snapshots, by minute, for traffic from a typical directory

neighbors, givems = 6 andn; = 18 We defineTy = 20, § = 8, and peering server to the forwarders whose forwarder records are published directly, given

directive summarize. ns = 18,6 = 4, andTy = 20, using peering directivesroxy andsummarize,
respectively.

20 | Legend
dir, f=8
dir, f=12
fwd, f=8
fwd, f=12

data transfer rate with non-directories (kB/s)

05 1 1 1 1 1

time (m)
Fig. 17. TRAFFIC PROFILE BETWEEN ADIRECTORY SERVER AND STAN- 0 JDID_-D-L

DALONE FORWARDERS Five-minute moving average snapshots, by minute,
for traffic from a typical directory server to the forwarders whose forwarder o
records are published directly, given = 6 andns = 18. We defineTy = 20, peering directive
6 = 8, and peering directiveummarize.

average control-plane data rate (MB/s)

Full Summarize Proxy

Fig. 19. ReERING DIRECTIVE COMPARISON. Effect of peering directive on
traffic volume. We show examples for = 8 andns = 12, givené = 4 and
Tg = 60. Bars markediir indicate traffic to neighboring directory servers;
bars markedtwd indicate traffic to forwarders.

warders using peering rulggoxy and summarize. Observe

that proxy exhibits signifcantly lower transfer rates because
directory servers need not provide forwarder records for every
directory server in the network. Instead, clients are referred to

successive neighbors at each query in which a forwarder recorgye have presented the design of a directory service for use
is not found. We observe an inherent tradeoff between circyft, perspective Access Networks, including a specification
performance and traffic volume to standalone forwarders, gsthe architecture, a discussion of the design tradeoffs, and

described in Section IV-B. A network designer would considef, eyaluation of the performance using our working imple-
this effect in selecting a peering directive. mentation.

V. CONCLUSION

Finally, Figure 19 presents a summary of how peering Future work includes addressing a number of interesting
directives affect control plane activity. We conclude that peetechnical questions that examine how PAN interoperates with
ing directive full is probably too expensive to justify theenvironments where there is deliberate restriction of access to
decrease in circuit setup latency for the general case, whisources, such as governments censoring the web sites that
peering directiveproxy reduces control plane traffic quitetheir citizens could otherwise view. In such a scenario, we need
substantially, but at a cost to circuit performance that may b study how effectively PAN could provide access to blocked
prohibitive. Which peering directive to choose is inevitably sesources despite continual discovery and shutdown of PAN
function of the constraints of the underlying network topologforwarders that enable this access. Second, we need to design
and the needs of client applications. mechanisms for performing web searches across fragments.
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