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Routing
Introduction

CSCI E 45a: The Cyber World – part A

1

Learning goals

• Understand the concepts of 

Internet Protocol routing

• Understand what IP routing 
can and cannot do

• Understand the different 
assumptions underlying 
enterprise and Internet 

service provider routing
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Introduction: this module

• This module deals with 

technology
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Topics (all required)

• Routing concepts

Purpose & operation of IP 
routing

• Routing Basics

Basic technology in static and 
dynamic routing

• Routers

Parts of a router

• Enterprise (interior) routing

IP routing within a company or 
within an ISP
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Topics (all required)

• Routing approaches

Geographic, vs. next hop vs
source directed routing

• ISP (exterior) routing

Routing between ISPs
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Routing
Routing Concepts

CSCI E 45a: The Cyber World – part A

1

Purpose of routing

• Routing: “forward towards a 
destination”

Note not “to a destination”

• In IP, routing is hop by hop

Each hop determines the next 

hop

• Source directed path routing 
possible

Rarely used

Knowledge, security & trust 

issues
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Source Directed Path Routing

• Source route

• Packet sender 
determines path the 
packet will take

• Puts list of routers to be 
visited in header

• IETF working group: 
Source Packet Routing in 

Networking (spring)

For MPLS & IPv6
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Routing

• Forwarded from host -> 
router -> router ... -> host

• Each packet contains a 
destination IP address 

• Router uses this destination 
IP address to decide:
Which network interface to send 
the packet out of

Which node to send the packet 
to next
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Destination 

node

Routing, contd.

• Uses table of known 
destination prefixes
Routing table

• Uses “longest match” to 
select specific entry

• Generally dynamically 
updated
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prefix port Next hop metric timer

128.103.0.0/16 4 196.43.6.18 5285 53

128.103.0.0/16 5 196.43.7.42 1093 1033

0.0.0.0 4 196.43.6.18 1 9542

Hop-by-hop

• IP packet is end-to-end

IP Header modified in transit

• Encapsulated in link layer 
packet between devices

Header and CRC

New L2 header each hop
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Host involvement in routing

• Host cannot know topology 

of the Internet

It only knows about the network 
it is directly connected to

A underlying problem for source 

routing

• Thus the host forwards 

packets to a router if 
destination is off-LAN

Rather than using source route

Copyright © Scott Bradner & Ben G aucherin 20157

Host knowing the router(s)

• How hosts knows the 

address of the router:

Configured

DHCP

Router advertisements (IPv6)

Copyright © Scott Bradner & Ben G aucherin 20158

Determining if the destination is off-LAN

• Compare “network parts” of 

destination and host LAN 
addresses

Use local network interface 
subnet mask

If results are identical then the 
destination is on local LAN

Otherwise, destination is off-LAN

Copyright © Scott Bradner & Ben G aucherin 20159
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(Inter)network topology

• Internet = interconnected 

networks running IP

• Internet uses internetwork 
device address 

unique throughout network

specifies the LAN and the device 
on the  LAN

Copyright © Scott Bradner & Ben G aucherin 201510

(Inter)network topology, contd.

Copyright © Scott Bradner & Ben G aucherin 201511

The Internet is a collection of ASs

Image credits

All drawings and photos by Scott Bradner unless noted
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Routing
Routing basics

CSCI E 45a: The Cyber World – part A

1

Static routing

• Manually configure entry 

next-hop table
Then propagated with rest of 
routing information

• Many ISPs use static routes 
to customers

Reduces route flap

Safer because do not have to 

trust routing information from 
customer

Copyright © Scott Bradner & Ben G aucherin 20152

Dynamic routing

• Next-hop table updated 
with information from 
adjacent routers

• Updates sent when topology 
changes

Copyright © Scott Bradner & Ben G aucherin 20153
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Dynamic routing, contd.
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LAN 1

LAN 2

LAN 3

LAN 4

LAN 5

LAN 6

LAN 7

LAN 8

RA

RB

RC

RD

RG

RH

RI

RJ

RE

RF

LAN 1 - RH

LAN 2 - RH

LAN 3 - RH

LAN 4 - RH

LAN 5 - DIR

LAN 6 - RH

LAN 7 - RH

LAN 8 - RH 

routing table

Routing protocols

• “Routing protocol” used to 
distribute information about 
current network topology 

between routers

• Used in just about all IP 
networks, enterprise and ISP 

Other than isolated functions like 

default route & ISP customer 
routes

Copyright © Scott Bradner & Ben G aucherin 20155

Dynamic routing, issues

• Can be complex between 

organizations

• Can be very complex 
between ISPs

Thousands of lines in a ISP 
router configuration

Copyright © Scott Bradner & Ben G aucherin 20156
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Next-hop

• IP routers, even if they 

calculate a full path to a 
destination, only send a 

packet to the next-hop on 
the way to that destination

The next-hop can be a router or 
the destination itself

• Each router does its own 
next hop calculation for 

each received packet

Copyright © Scott Bradner & Ben G aucherin 20157

Next-hop, contd.

• Thus, system can 

dynamically route through 
network changes

Copyright © Scott Bradner & Ben G aucherin 20158

Routing protocol goals

• Lowest "cost" path to 

destination
Cost could be: hops, bandwidth, 
time, load, $$

• Topology can change often 
(many times per second)

• Must deal with scaling

• Maximum stability

Copyright © Scott Bradner & Ben G aucherin 20159
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Change notification

• Router adjacent to change 
informs its neighbors of 
change

• Information propagates 
throughout network
Routers update next-hop tables

Copyright © Scott Bradner & Ben G aucherin 201510
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Convergence

• Time it takes for whole 

network to agree on a 
topology after a change (e.g. 

link break)

• ‘The Internet never 
converges’
Can take minutes to propagate a 
routing change across the 
Internet but have multiple 
updates per second

• The Internet never agrees 
on what the Internet looks 
like

Copyright © Scott Bradner & Ben G aucherin 201511

Convergence, contd.

• Convergence problem is 
worse with bigger routing 
tables

Bigger tables mean longer 
processing

And bigger tables also mean 
more chance of change

Copyright © Scott Bradner & Ben G aucherin 202312
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Side note on reality

• No central control over ISPs

• Wide range in clue density

• Must be defensive
BGP is mostly programming 
language to describe level of  
paranoia between ISPs

• Keep in mind CIDR & forced 
renumbering

• Note that multiple vendors 
must support any new 
routing protocol

Copyright © Scott Bradner & Ben G aucherin 201513

• Can not have a “flag day” to 
move to a new routing 
protocol

Remember the lesson of 

IDRP

Side note on reality, contd.

Copyright © Scott Bradner & Ben G aucherin 201514

What IP Routing Does Not Do

• Converge instantly

• Respond to congestion

• Help QoS

• Find lowest actual cost path

Copyright © Scott Bradner & Ben G aucherin 201515
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Default route

• IP routing permits the use of 
a default route

• Implies that another router 
might know more networks

• Permits routers to carry less 
than full routing tables

• Required in current Internet

Copyright © Scott Bradner & Ben G aucherin 201516

Autonomous system (AS)

• “Routers under common 
management”

• AS number is value 
indicating authority (source) 
for routing information

• Required in some protocols 
e.g. BGP & OSPF

• BGP ( & an AS) is required 
for multi-homed sites

• Get AS numbers through RIR

Copyright © Scott Bradner & Ben G aucherin 201517

Routing protocol types

• Distance vector - e.g. RIP

What does the network look like 

from here?

• Link state - e.g. OSPF

Building & parsing a map

• Path vector - e.g. BGP4

Island hopping

Copyright © Scott Bradner & Ben G aucherin 201518
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Interior vs. exterior

• Interior Gateway Routing 
Protocol (IGP) 

• For routing within an AS 
e.g. RIP, OSPF, IS-IS

• Designed for environments 
under a single authority and 
trust environment (e.g., 
within an enterprise)

Copyright © Scott Bradner & Ben G aucherin 201519

Interior vs. exterior, contd.

• Exterior Gateway Routing 
Protocol (EGP) For routing 
between ASs 

e.g. BGP4

• Designed for multiple 
authorities and trust 
environments ( e.g. the 
Internet )

Copyright © Scott Bradner & Ben G aucherin 201520
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Routing
Routers

CSCI E 45a: The Cyber World – part A

1

Router

• Originally, software on a 

general purpose computer 
with more than one 

network interface

• Now generally, special 

purpose devices used to 
forward IP packets between 

networks

Copyright © Scott Bradner & Ben G aucherin 20152

Router diagram
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Parts of a router

• Interfaces

Connections to “directly 

connected” networks

“hardware forwarding” in 
interfaces in most high-end 
routers

• Central processor (CPU)

Processor – runs routing, 
management & control software

Also, serves as forwarding engine 
in some cases

E.g., when the line card does not 
have the right route or if packet has 
options

Copyright © Scott Bradner & Ben G aucherin 20154

Parts of a router, contd.

• Routing table

Table of reachable prefixes –

includes:
Prefix

Output port & next hop address

Route metrics or path information

Timers

Copyright © Scott Bradner & Ben G aucherin 20155
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Routing
Enterprise (interior) routing

CSCI E 45a: The Cyber World – part A

1

Routing information protocol version 2 (RIPv2)

• Distance vector protocol

• First IP routing protocol

• Updated for classless 
operation (v2)

• No RIPv2-specific 

configuration required

• Automatically finds 
neighboring RIP routers & 

trusts routing information

• Useful in multi-subnet 
homes & small enterprises

Copyright © Scott Bradner & Ben G aucherin 20152

Chuck Hedrick

RIP operation

• Router maintains table of its 
view of the network

• Modifies table based on 
received updates
Replace entry if update with a 
lower cost is received

• Sends copy of table or 
changed parts of table as 
updates

Copyright © Scott Bradner & Ben G aucherin 20153
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RIP operation, contd

• Routers maintain next-hop 

table
Prefix, mask, best metric, next-

hop, port, timers
Metric is hop count 
(max hop count =15)

• Periodically broadcast whole 
routing table
30 sec + random fudge factor

To keep the Internet from pulsating

Copyright © Scott Bradner & Ben G aucherin 20154

pr ef ix m ask m et r ic next  hop por t t im er

128. 103. 0. 0 255. 255. 0. 0 6 132. 15. 7. 2 3 654

8. 8. 8. 0 255. 255. 255. 0 13 132. 15. 7. 2 3 2654

0. 0. 0. 0 255. 255. 255. 255 1 132. 15. 6. 5 2 7623

RIP operation, contd.

• Broadcast table changes 

when they occur

• Update includes prefix, 

mask & metric
Metric = table metric + 1

Update table if update has better 
(lower) metric

Or if from source of previous best 
metric

• Timeout entries if no update 

received in 300 sec

Copyright © Scott Bradner & Ben G aucherin 20155

Open Shortest Path First routing protocol: 
OSPF

• Link-state routing protocol

• IETF recommended interior 
routing protocol

• Automatically finds 

neighboring OSPF routers on 
same LAN & trusts routing 
information

• Requires specific 
configuration

• Used in all size enterprises

Including within ISPs

Copyright © Scott Bradner & Ben G aucherin 20156
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Link-state routing
• Router maintains map of 

network topology 
• Modifies map based on 

received updates
• Sends status of changed 

links as updates

• Router calculates paths 
through network for each 
destination

Copyright © Scott Bradner & Ben G aucherin 20157
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OSPF Hierarchical routing

• Can subdivide network into 

areas

Within area topology can be 
hidden

Within area topology changes 

often hidden
As long as reachability stays the 
same

Copyright © Scott Bradner & Ben G aucherin 20158
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OSPF Hierarchical routing, contd.

• All areas must connect to a 

backbone area if more than 
one area

Area 0.0.0.0

Can tunnel connection through 
another area with virtual links

• Conceptual hub and spoke 
topology

Copyright © Scott Bradner & Ben G aucherin 20159
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Router Link State Announcement (LSA)

• Router discovers its 

neighbors & their addresses

• Builds Router Link State 

Announcement (LSA) with 
information about its links 

to its neighbors

• Sends LSA to its neighbors 

Reliably sends updates on any 
changes 

• Reliably forwards any 
received LSAs

Copyright © Scott Bradner & Ben G aucherin 201510

Other LSAs

• Summary LSA

LSA from area boundary router

Summarizes area contents

• Default routes

Indicates exit from stub area

• External LSA
LSA from AS border router

Includes external routes

Copyright © Scott Bradner & Ben G aucherin 201511

Topology database

• Router builds database of 

network based on received 
LSAs and its own links

Computes routes to all 
destinations (advertised prefixes) 
with itself as the root for each 

update

Copyright © Scott Bradner & Ben G aucherin 201512
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Link-state update process

• Aim is to maintain identical 
copies of topology 
databases in all nodes

• Really bad if topology 
database gets corrupted
e.g. routing loops (“Byzantine 
failures”)

Copyright © Scott Bradner & Ben G aucherin 201513

Link-state update process, contd.

• Lots of protections against 
corruption 
Hop-by-hop acknowledgements

Updates have sequence numbers

Checksum protection for updates

Discards entry if no update 
within timeout

Password & crypto protection for 
OSPF updates

Copyright © Scott Bradner & Ben G aucherin 201514

Link-state route calculation

• Walk through topology

• Build set of paths with "self" 
as the start

One for each prefix in topology 
database

Can have multiple paths if equal 
cost

Only uses the next-hop in path

• Results in a tree with the 
router as the root

Copyright © Scott Bradner & Ben G aucherin 201515
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OSPF neighbor discovery
• On multi-access broadcast 

networks –e.g., Ethernet
• Automatically finds neighbor 

OSPF routers
• Sequence:

Each router periodically sends a 
multicast Hello packet
Hello packet includes

network mask, hello interval, router 
priority, dead router interval, 
designated router (if any), backup 
designated router (if any), known 
neighbors

• Routers form adjacencies and 
exchange LSAs

Copyright © Scott Bradner & Ben G aucherin 201516

OSPF designated router

• Designated router used to 
reflect LSAs 
Instead of a full mesh of 
interconnection between routers

Copyright © Scott Bradner & Ben G aucherin 201517

OSPF designated router, contd.

• Elected by Hello packets
Multicast on subnets that 
support multicast

Hello includes router IDs of all 
known routers

Uses Router Priority to select DR 
& BDR

Router ID used to break ties

• BDR takes over if DR stops 
sending Hello packets
New BDR elected

Copyright © Scott Bradner & Ben G aucherin 201518
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IS-IS

• Intermediate System to 

Intermediate System routing 
protocol

• Developed and maintained 

by ISO

IP extensions developed by IETF

• Link-state protocol

• Basic operation same as 
OSPF

• A few differences

No backup designated router

Copyright © Scott Bradner & Ben G aucherin 201519

IS-IS, contd.

• Used by some big ISPs for 

historical reasons

Cisco Systems IS-IS 
implementation was far better 
than their OSPF implementation 
in the late 1980s

• Once established, too hard 

to change 

Copyright © Scott Bradner & Ben G aucherin 201520
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Routing
Routing approaches & address allocation

CSCI E 45a: The Cyber World – part A

1

Geographic addressing

• Partial geographic
e.g., high-order bits of address 
define country (ITU-T)

(all politics) but maybe not a big 
routing table impact 

• Full geographic
Whole address defines physical 
location

Not network location

Not enough local connectivity to 
make this work

Copyright © Scott Bradner & Ben G aucherin 20152

Hierarchical routing

• The Internet is a rough

hierarchy

Copyright © Scott Bradner & Ben G aucherin 20153
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Hierarchical routing, contd.

• Kleinrock & Kamoun –1977
Hierarchical routing is the only 
way to deal with large networks

Else routing table gets too large

• Packet forwarded towards 
router connecting the LAN 
with the address prefix that 
includes the target address 
to the Internet

Copyright © Scott Bradner & Ben G aucherin 20154

Len Kleinrock

Farouk Kamoun

Hierarchical routing, contd

• There could be shorter 
paths but hierarchy reduces 
the size of the routing table
Listing every LAN in the Internet 
would be far too big

Lose some performance in order 
to scale better

• Current Internet routing 
approach

Copyright © Scott Bradner & Ben G aucherin 20155

IP address assignment

• Root assignments by IANA 
function in ICANN

• Regional assignments by 5 
regional IP registries (RIRs):
ARIN (NA)

RIPE (Europe)

LATNIC (SA)

APNIC (AP)

AFRINIC (Africa)

• Exclusive territories

Copyright © Scott Bradner & Ben G aucherin 20156
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IP address assignment, contd.
• Big (enough) ISPs get 

allocations
“Big enough” means can justify ~ 
4,000 hosts 

Else must get addresses from 
upstream ISP

• Sub allocate to their 
customers (some of which 
are ISPs)

• ISP customers sub allocate 
to their customers
ISP customers sub allocate to 
their customers, etc.

• Appears as single entry in 
routing table

Copyright © Scott Bradner & Ben G aucherin 20157
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IPv4 address market

• IANA ran out of IPv4 
addresses
Jan 31, 2011

RIRs ran out later

• Plenty of IPv6 addresses

• Now market in IPv4 
addresses
Or, specifically, the right to use 
IPv4 addresses

• Value varies
2019 example $20/address

• Still must show need

• Routing table impact

Copyright © Scott Bradner & Ben G aucherin 20158
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Routing
ISP (exterior) routing

CSCI E 45a: The Cyber World – part A

1

Border Gateway Protocol version 4 (BGP4)

• IETF recommended EGP

• Inter-Autonomous System 
(AS) routing protocol

• Direct traffic through 
multiple connections
Not needed for single-homed 
sites

• Views Internet as arbitrarily 
interconnected ASs

• Path vector protocol 
Passes around paths - not just 
next hop & metric

Copyright © Scott Bradner & Ben G aucherin 20152

BGP4, contd.

• Runs over TCP

• Provides reliable transport
Avoids requirement for other 
reliability functions

Some concern in congested 
networks

• No auto configuration
Manual configuration between 
peers supports business model

i.e., only peer with ISPs you have 
decided to

Copyright © Scott Bradner & Ben G aucherin 20153
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Path vector protocol

• Router maintains table of 
paths of ASs to prefixes

• Modifies table based on 
received updates
Replace entry if update with a 
better path is received

• Sends copy of table or 
changed parts of table as 
update

Copyright © Scott Bradner & Ben G aucherin 20154

UPDATE

RO UTER 1

RO UTI NG

TABLE
UPDATE

RO UTER 2

RO UTI NG

TABLE
UPDATE

Path vector operation

• Export list of within-AS 

prefixes prepended with AS# 
to neighbors 

Update: prefix, AS path, 
attributes

• When update received

Put into AS path table

Prepend own AS# and send to 
neighbors

• Filtered AS path table put 

into forwarding table

Copyright © Scott Bradner & Ben G aucherin 20155

BGP4, updates

• Routes stored in Routing 
Information Base (RIB)

• Conceptual picture - 3 tables
Adj-RIBs-In - all received routes 
Loc-RIB – locally used routes

Adj-RIBs-In data filtered by policies

Adj-RIBs-Out - routes to be 
advertised to peers 

Loc-RIB data filtered by policies

Copyright © Scott Bradner & Ben G aucherin 20156

Loc-RIB

Adj-RIBs-OutAdj-RIBs-In

filter
filter

updates updates
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BGP4 operation

• OPEN messages exchanged 

at start

• Keepalive messages 
exchanged if no updates 

within hold time ( negotiated 

at start)

• If no update or keepalive

within hold time or if link 
goes down

Discard all paths learned 
through that link
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BGP4 operation, contd.

• Accumulates information 
about
What prefixes are in what ASs

Connections between ASs

• Creates paths to all prefixes 
- AS paths
Paths are a series of ASs in route 
back to AS with prefix

Actual path selected by length 
and weight or other policy

Next hop recalculated at each hop

• All paths kept in case of 
failure of a non-adjacent link
Quick move to alternate path

Copyright © Scott Bradner & Ben G aucherin 20158

BGP operation, contd.

• Routing scale

Copyright © Scott Bradner & Ben Gaucherin 20219

08/10/21 snapshot of a backbone router

909982 network entries using 225675536 bytes of memory

20553712 path entries using 2466445440 bytes of memory

3371803/157232 BGP path/bestpath attribute entries using 836207144 

bytes of memory

3098608 BGP AS-PATH entries using 159700130 bytes of memory

2 BGP ATTR_SET entries using 80 bytes of memory

175053 BGP community entries using 23970884 bytes of memory

2636 BGP extended community entries using 194906 bytes of memory

. . .

BGP using 3712194040 total bytes of memory
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iBGP

• All BGP border routers for 

an AS must be full-mesh 
connected

With iBGP over logical 
(TCP), not physical, links

• BGP between routers in 
same AS = iBGP

• BGP between routers in 
different ASs = eBGP

Copyright © Scott Bradner & Ben G aucherin 201510

iBGP, contd.

• iBGP is to exchange routing 

between BGP routers

• Also need a IGP for internal 
routing

And to tell edge routers what the 

internal prefixes are

• Two protocols in use

OSPF & IS-IS

Copyright © Scott Bradner & Ben G aucherin 201511

BGP4 policy

• BGP enforces policy, e.g.,:
Selectively rejecting routes 
through specific ASs

Selectively refusing to be a transit 
provider

Selectively prefer specific routes 
for a prefix

• Policy enforced by:
Controlling redistribution of 
routing information

Controlling selection of paths 
between multiple alternative 
paths

Copyright © Scott Bradner & Ben G aucherin 201512
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BGP4 updates

• Updates include 

List of N withdrawn routes

0 or one feasible route

List of prefixes & masks for the 
route

Path attributes for the route

• Path attributes are path-
specific information, e.g.,

AS-path: sequence of ASs back to 
origin

next_hop: IP address of router to 
be used for next hop 

Copyright © Scott Bradner & Ben G aucherin 201513

Filtering input routes

• ISPs deal with routes from

Customers, peers & internal

• Filter input routes

Reject input if not IRR compliant 

Reject routes from customers 
with peer AS in their paths

Reject input if same as ISP 
internal routes 

Copyright © Scott Bradner & Ben G aucherin 201514

Filtering output routes

• Mark entries with 

community attributes

“Peer”, “customer”, & 
“internal” communities

Used in filtering output routes

• Use community attribute

Send peers only routes with 
“customer” attribute

Send customers routes with 
“customer” or “peer” attributes

Copyright © Scott Bradner & Ben G aucherin 201515
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BGP path determination

Example path selection 

sequence:

Path with the highest LOCAL_PREF value

Path with the shortest AS path

Path with the lowest origin type

Path with the lowest MED

if the same AS advertises the possible paths

Prefer eBGP over iBGP paths

Oldest path

Path through the neighbor with the lowest 
router ID

Path through the neighbor with the lowest IP 
address.
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BGP path determination, contd.

Copyright © Scott Bradner & Ben G aucherin 201517

AS 1

LAN xx

AS 3

AS 2
AS 4

AS 5

XX via AS 1

XX via AS 1

XX via AS2:AS 1

XX via AS3:AS 1

XX via AS4:AS2:AS 1

XX via AS5:AS3:AS 1

internal link
external link

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R
R

R

R

R

R

R

R

R

R

R

Asymmetric data paths

• Also asymmetric load

• Nearest exit routing - get it 
off my net ASAP
a.k.a., “hot potato routing”

• Influences peering 
agreements
“Other” ISP must have a good 
backbone
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ISP A

ISP B
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Routing
Conclusion

CSCI E 45a: The Cyber World – part A

1

Routing summary

• Dynamic routing is the way 

to go

Heals the network when needed

• But there are times when 

static routing is better

E.g. customer links in ISPs

• Routing generally just gets 

you to the next hop

Source routing rare

Copyright © Scott Bradner & Ben G aucherin 20152
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Routing summary, contd.

• Recommended enterprise 

routing protocol is OSPF

Can be complex to set up 
because of its flexibility

• IGPs are for nets where trust 
exists

• Default routing makes the 

net work

• Hierarchical addressing and 

routing are required

Copyright © Scott Bradner & Ben Gaucherin 20153

/16

/16

/24

/24

/25

/25

/20

/21

/24
/24



For use by students in Harvard Extension School CSCI E-45a only. Do not copy.

© 2016 Scott Bradner & Ben Gaucherin. All rights reserved.

Routing summary, contd.

• EGP needed between 

networks with multiple 
connections

ISP & enterprise

• BGP4 is the recommended 

RGP

• BGP is a programming 
language for mistrust

• Asymmetric data paths are 
the norm for the Internet
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Routing summary, contd.

• The Internet never 

converges

• Routing does not recognize 
congestion

Copyright © Scott Bradner & Ben Gaucherin 20155
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