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Routing

Introduction

CSCIE 45a: The Cyber World—part A
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Learninggoals

¢ Understand the concepts of
Internet Protocol routing

a
a * Understand what IP routing
g canandcannotdo

¢ Understand the different
assumptionsunderlying

enterprise andInternet
service provider routing
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Introduction:this module

¢ This module deals with
technology
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Topics (all required)

* Routingconcepts

Purpose & operation of IP
routing

* RoutingBasics

Basic technology in static and
dynamic routing

* Routers

Parts of a router

* Enterprise (interior) routing

IP routing within a company or
within an ISP
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Topics (all required)

* Routingapproaches

/ Geographic, vs. next hopvs

source directed routing
. . * ISP (exterior)routing
TR X Routing between ISPs

5 Copyright © Scott Bradner & Ben Gaucherin 2015

Imagecredits
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4 network - Drawing from Baran 1962 paper

cpu -
https://commonswikimedia.org/wiki/File:Intel_CPU_Pentium_4_6
40_Prescott_bottom.jpg
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Routing

Routing Concepts

CSCI E 45a: The Cyber World — part A
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Purposeofrouting

riessmrmameapeee. | © ROUtING: “forward towards a
&=, Destination address . . ”
=y destination

Note not “to a destination”
* InIP, routing is hop by hop
Each hop determines the next

hop
* Source directed path routing
possible
Destination
node Rarely used

Knowledge, security & trust
issues
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Source Directed Path Routing

* Source route

* Packet sender

determines path the
packet will take

e Puts list ofrouters to be
visited in header

e |ETF working group:
Source PacketRoutingin

Networking (spring)
For MPLS & IPv6
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Routing

* Forwarded from host ->
router -> router ... ->host

* Each packet containsa

destination IP address
* Router uses this destination

Destination
node

IP address to decide:
Which network interface to send

% the packet out of

Which node to send the packet

ﬁ .

4 Copyright ©Scott Bradner & Ben Gaucherin 2015

Routing, contd.

* Usestable of known
destination prefixes
Routing table

* Uses “longest match” to
select specific entry

* Generally dynamically
updated

orefic | port | Nexthop | metric [ timer _]|

128.10300/16 4 19643618 5285 53

128.1030.0A6 5 19643742 1093 1033
0000 4 19643618 1 9542

Copyright ©Scott Bradner & Ben Gaucherin 2015

Hop-by-hop

]

===
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[

* |IP packetis end-to-end

IP Header modified in transit

* Encapsulatedin link layer

packet between devices
Header and CRC

New L2 header each hop

Copyright ©Scott Bradner & Ben Gauchern 2015
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Hostinvolvementin routing

* Host cannot know topology

of the Internet

It only knows about the network

it is directly connected to

A underlying problem for source
routing

¢ Thus the host forwards
packets to a routerif

destination is off-LAN

Rather than using source route

Copyright ©Scott Bradner & Ben Gaucherin 2015

Hostknowingtherouter(s)

How hosts knows the

address ofthe router:
Configured

S DHCP

Router advertisements (IPv6)

Copyright ©Scott Bradner & Ben Gaucherin 2015

Determining if the destination is off-LAN

e Compare “network parts” of

destination and hostLAN
addresses

Use local network interface
subnet mask

If results are identical then the
destination is on local LAN

01101100.001010 10101111.01

11111111.11111111.11111111.0

Otherwise, destination is off-LAN
01101100.0010100
01101100.0010100
11111111.11111111.1TF L1.0000 o

Copyright ©Scott Bracher & Ben Gaucherin 2015
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(Inter)network topology

* Internet =interconnected
networks running IP

* Internet uses internetwork
device address

unique throughout network

specifies the LAN and the device

Y
ouare on the LAN

here

10 Copyright ©Scott Bradner & Ben Gaucherin 2015

(Inter)network topology, contd.

The Intemet is a collection of ASs

11 Copyright © Scott Bradner & Ben Gaucherin 2015
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Routing

Routing basics

CSCI E 45a: The Cyber World — part A
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Static routing

+ Manually configure entry
staticroute /N VN next-hop table

to 128.103/16
R gl —— Then propagated with rest of

e g routing information

_/* Many ISPs use static routes

R
customer network

to customers

Reduces route flap

Safer because do not have to
trust routing information from

customer

2 Copyright © Scott Bradner & Ben Gaucherin 2015

Dynamicrouting

* Next-hop table updated
with information from
adjacent routers

* Updates sent when topology
changes

routing table

assume that routing
LAN 4 LANB  protocol run on

RF RJ all inter-router links

3 Copyright ©Scott Bradner & Ben Gaucherin 2015
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Dynamicrouting, contd.

routing table

LAN 1 -RH
LAN 2 -RH
LAN 3 -RH
LAN 4 -RH
LAN 5 -DIR

LAN 6 -RH
LAN 7 -RH
LAN 8 -RH

LAN 4 l

RF

4 Copyright ©Scott Bradner & Ben Gaucherin 2015

Routing protocols

» “Routing protocol” used to

#

5 # distribute information about
#g W Current network topology

between routers

* UsedinjustaboutalllP
networks, enterpriseand ISP
Other than isolated functions like

default route & ISP customer
routes

5 Copyright © Scott Bradner & Ben Gaucherin 2015

Dynamicrouting,issues

Router Contiuenion Ansemabes

* Canbe complex between
organizations

* Canbe very complex
e between ISPs

Thousands of lines ina ISP
router configuration

6 Copyright ©Scott Bradner & Ben Gaucherin 2015
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Next-hop

* |IProuters, evenifthey
calculatea full pathtoa

destination, only send a
packet to the next-hop on
the wayto that destination

The next-hop can be a router or
the destination itself

* Eachrouterdoesits own
next hop calculation for

oisTRIRUTED
i)

each received packet

7 Copyright ©Scott Bradner & Ben Gaucherin 2015

Next-hop, contd.

* Thus, systemcan
dynamically route through

network changes

8 Copyright © Scott Bradner & Ben Gaucherin 2015

Routing protocol goals

* Lowest "cost" path to
destination

Cost could be: hops, bandwidth,
time, load, $$
* Topology can change often

(many times per second)
* Mustdeal with scaling

* Maximum stability

9 Copyright © Scott Bradner & Ben Gaucherin 2015
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Change notification

* Routeradjacentto change

informs its neighbors of
change

* Information propagates
throughout network

Routers update next-hop tables

Copyright ©Scott Bradner & Ben Gaucherin 2015

Convergence

e Time it takes for whole

Experimental Me:

network to agree on a
topology aftera change (e.g

link break)
* ‘TheInternet never

converges’

Can take minutes to propagate a
routing change across the

\ Internet but have multiple
dea updates per second

' The Internet never agrees
on what the Internet looks
like

Copyright ©Scott Bradner & Ben Gaucherin 2015

Convergence, contd.

e Convergence problemis

worse with bigger routing
tables

Bigger tables mean longer
processing

And bigger tables also mean

more chance of change

© 2016 Scott Bradner & Ben Gaucherin. All rights reserved.
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Sidenoteonreality

* No central control over ISPs
* Wide range in clue density

* Must be defensive

BGP is mostly programming
language to describe level of

! paranoia between ISPs
* Keepinmind CIDR & forced

renumbering

Trust

boundary * Note that multiple vendors

must support any new
routing protocol

13 Copyright ©Scott Bradner & Ben Gaucherin 2015

Sidenoteonreality, contd.

e Cannothavea “flagday” to

INTERNET move to a new routing
PROTOCOL
TRANSITION protocol
WORKBOOK
. Remember the lesson of
IDRP

14 Copyright © Scott Bradner & Ben Gaucherin 2015

What|P Routing Does Not Do

¢ Converge instantly

* Respond to congestion

* Help QoS
* Find lowest actualcost path

15 Copyright ©Scott Bradner & Ben Gaucherin 2015
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Defaultroute

* |IP routing permits the use of
a defaultroute

* Implies that another router
might know more networks

* Permits routersto carry less

than full routing tables
* Requiredincurrent Internet

(NSFnet About

1995)

16 Copyright ©Scott Bradner & Ben Gaucherin 2015

Autonomous system (AS)

» “Routers under common
management”

* AS numberis value
indicating authority (source)
for routinginformation

* Requiredin some protocols
e.g. BGP & OSPF

* BGP (& anAS)is required
for multi-homed sites

¢ GetAS numbers through RIR

17 Copyright © Scott Bradner & Ben Gaucherin 2015

Routing protocol types

¢ Distance vector-e.g. RIP
What does the network look like

from here?

* Linkstate -e.g. OSPF
Building & parsing a map

* Pathvector-e.g. BGP4

Island hopping

18 Copyright ©Scott Bradner & Ben Gaucherin 2015
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Interiorvs. exterior

* Interior Gateway Routing
Protocol (IGP)

ISP
OSPF or IS-IS

* Forrouting withinan AS
e.g. RIP, OSPF, IS-IS

¢ Designed for environments
under a single authority and
trust environment (e.g.,

Enterprise
RIP or OSPF

within an enterprise)

19 Copyright ©Scott Bradner & Ben Gaucherin 2015

Interiorvs. exterior, contd.

* Exterior Gateway Routing
Protocol (EGP) For routing

between ASs

e.g. BGP4
F=BGP4 . .
* Designed for multiple

authorities and trust
environments (e.g. the

Internet)

20 Copyright © Scott Bradner & Ben Gaucherin 2015
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Routing

Routers

CSCI E 45a: The Cyber World — part A

1 Copyright © Scott Bradrer &Ben Gaucherin2015

* Originally, softwareona
- general purpose computer

- with more than one
networkinterface

* Now generally, special
purpose devices used to
forward IP packets between

networks

2 Copyright © Scott Bradner & Ben Gaucherin 2015

Router diagram

) BT ([T~
inputs outputs
T feh>
I i
Line "card” h““\ buffer

Rauting
& control

Central processor

3 Copyright ©Scott Bradner & Ben Gaucherin 2015

© 2016 Scott Bradner & Ben Gaucherin. All rights reserved.



For use by students in Harvard Extension School CSCI E-45a only. Do not copy.

Parts of a router

Interfaces

Connections to “directly
connected” networks

“hardware forwarding” in

interfaces in most high-end
routers

* Central processor (CPU)

Processor — runs routing,

management & control software

Also, serves as forwarding engine

in some cases

E.g., when the line card does not
have the right route or if packet has

options

Copyright ©Scott Bradner & Ben Gaucherin 2015

Parts of a router, contd.

* Routingtable

Table of reachable prefixes —
includes:

Prefix
Output port & next hop address
Route metrics or path information

Timers

128.103.0.0/16 4 196.43.6.18 5285 53
128.103.0.0/16 5 196.43.7.42 1093 1033
0.0.0.0 4 196.43.6.18 1 9542

Copyright ©Scott Bradner & Ben Gaucherin 2015

Imagecredits

All drawings and photos by Scott Bradner unless noted
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4 top http://www.eircomictdirect.ie/cisco-t3e3-
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bottom
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Copyright ©Scott Bracher & Ben Gaucherin 2015

© 2016 Scott Bradner & Ben Gaucherin. All rights reserved.



For use by students in Harvard Extension School CSCI E-45a only. Do not copy.

Routing

Enterprise (interior) routing

CSCIE 45a: The Cyber World—part A

1 Copyright © Scott Bradrer &Ben Gaucherin2015

Routing information protocol version 2 (RIPv2)

* Distance vector protocol

XEROX * FirstIP routing protocol

* Updated for classless
operation (v2)

Berkeley

* No RIPv2-specific
configuration required

e Automatically finds
neighboring RIP routers &

trusts routing information

Chuck Hedick

¢ Useful in multi-subnet

homes & small enterprises

2 Copyright © Scott Bradner & Ben Gaucherin 2015

RIP operation

¢ Router maintains table ofits
view of the network

* Modifies table based on
received updates

B

Replace entry if update with a

o lower cost is received
* Sends copy oftable or

changed parts oftable as
updates

3 Copyright ©Scott Bradner & Ben Gaucherin 2015
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RIP operation, contd

* Routers maintain next-hop
RN, table

““““ - Prefix, mask, best metric, next-

“iew e = hop,port, timers
Metric is hop count

(max hop count =15)
* Periodically broadcastwhole
routing table

30 sec + random fudge factor
To keep the Internet from pulsating

4 Copyright ©Scott Bradner & Ben Gaucherin 2015

RIP operation, contd.

* Broadcast tablechanges
when they occur

¢ Update includes prefix,

mask & metric
Metric = table metric + 1

Update table if update has better
(lower) metric

Or if from source of previous best
metric

* Timeout entries if no update

received in 300 sec

5 Copyright © Scott Bradner & Ben Gaucherin 2015

Open Shortest PathFirst routing protocol:
OSPF

¢ Link-state routing protocol

bl o * |ETF recommended interior

routing protocol

1 ETF . Automatically finds

neighboring OSPF routers on
same LAN & trusts routing

= information
& = + Requires specific
% = configuration
%I . ——. '+ Usedinall size enterprises

Including within ISPs

6 Copyright ©Scott Bradner & Ben Gaucherin 2015
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Link-staterouting

* Router maintains map of
B network topology
! * Modifies map based on

received updates
¢ Sends status of changed

links as updates

* Router calculates paths
through network for each

destination

7 Copyright ©Scott Bradner & Ben Gaucherin 2015

OSPF Hierarchical routing

¢ Cansubdivide networkinto
areas

Within area topology can be
hidden

Within area topology changes

often hidden
As long as reachability staysthe

same

8 Copyright © Scott Bradner & Ben Gaucherin 2015

OSPF Hierarchical routing, contd.

¢ Allareas must connecttoa
backbone area if more than

10.1.2.4 R

= ~F._ onearea
e / Area 0.0.0.0
= g Can tunnel connection through
y 4 another area with virtual links

* Conceptual hub and spoke

# topology

9 Copyright ©Scott Bradner & Ben Gaucherin 2015
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Router Link State Announcement (LSA)

2
.

Router discoversits
neighbors & their addresses
¢ Builds Router Link State

Announcement (LSA) with

‘ information about its links
LSA

toits neighbors
muro ¢ Sends LSAto its neighbors

Link 1, RS

LSA

Router ID Link 2, R1
Link 1

1R Lk 3, R3 Reliably sends updates on any
Lk
changes

* Reliably forwardsany
received LSAs

Copyright ©Scott Bradner & Ben Gaucherin 2015

Other LSAs
---- * Summary LSA

% gs—r___ LSA from area boundary router
Summarizes area contents

Default routes

i Indicates exit from stub area
_ \ * External LSA
L

E ISP LSA from AS border router

Includes external routes

Copyright ©Scott Bradner & Ben Gaucherin 2015

Topology database

* Router builds database of

network based on received
LSAs and its own links

Computes routes to all
destinations (advertised prefixes)

with itself as the root for each
update

Copyright ©Scott Bracher & Ben Gaucherin 2015
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Link-state undate process

* Aim is to maintain identical

copies of topology
databasesinall nodes

Kﬁ\f? * Reallybadiftopology
il databasegets corrupted
/}\T

: =y e.g. routing loops (“Byzantine
:?\3 = failures”)

Copyright ©Scott Bradner & Ben Gaucherin 2015

Link-state update process, contd.

= lotsofprotections against
LS Age .
[ Opioms | isTwe | corruption

Link State 1D | Hop-by-hop acknowledgements
[ aensng 1 Updates have sequence numbers
[ issequence __| Checksum protection for updates
i S i d try if no update
LE Ghecksam D!sc‘ar s entry i p
[ temn | within timeout
LSA Header Password & crypto protection for

OSPF updates

Copyright ©Scott Bradner & Ben Gaucherin 2015

Link-state route calculation

* Walkthrough topology

¢ Build set of paths with "self"
as the start

One for each prefix in topology
database

Can have multiple paths if equal
cost

Only uses the next-hop in path
* Resultsinatreewith the

router as the root

Copyright ©Scott Bracher & Ben Gaucherin 2015
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OSPF neighbordiscovery

* On multi-access broadcast
OSPF PacketHeader— networks —e.g., Ethernet

Ver# |1 | Peckelien Automatically finds neighbor
Router ID
E OSPF routers
Checksum | _Autyoo Sequence:
Authentication L
Authentication ] Each router periodically sends a
Network Mask 3 multicast Hello packet
Hello Int Options | Rir Pt He||0 packet includes
DEH::::;UW network mask, hello interval, router
ackup Dosignaied Rouier priority, dead router interval,
Melghbor designated router Eifany}, backup
Seonior designated router (if any), known
? neighbors
Routers form adjacencies and
Hello Packet Header exchange LSAs

16 Copyright ©Scott Bradner & Ben Gaucherin 2015

OSPF designated router

¢ Designated router used to
reflect LSAs

Instead of a full mesh of
interconnection between routers

RLALSA

NLALSA

17 Copyright © Scott Bradner & Ben Gaucherin 2015

OSPF designated router, contd.

* Elected by Hello packets

Multicast on subnets that
support multicast

Hello includes router IDs of all
known routers

Uses Router Priority to select DR
& BDR

Router ID used to break ties

BDR takes overif DR stops
sending Hello packets

New BDR elected

18 Copyright ©Scott Bradner & Ben Gaucherin 2015
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1S-1S

* Intermediate System to
Intermediate System routing

protocol
* Developed and maintained

by ISO
IP extensions developed by IETF

* Link-state protocol
* Basicoperation same as

OSPF
A few differences

No backup designated router

19 Copyright ©Scott Bradner & Ben Gaucherin 2015

IS-1S, contd.

* Used bysome bigISPs for
M historicalreasons

Cisco Systems IS-IS
implementation was far better
than their OSPF implementation

in the late 1980s
* Once established, too hard

to change

20 Copyright © Scott Bradner & Ben Gaucherin 2015
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Routing
Routing approaches & address allocation

CSCI E 45a: The Cyber World — part A

Copyright © Scott Bradrer &Ben Gaucherin2015

Geographicaddressing

* Partial geographic

e.g., high-order bits of address

define country (ITU-T)
(all politics) but maybe not a big
routing table impact

* Full geographic

Whole address defines physical
location

Not network location

Not enough local connectivity to
make this work

Copyright ©Scott Bradner & Ben Gaucherin 2015

Hierarchical routing

¢ The Internetis a rough

hierarchy

Copyright ©Scott Bradner & Ben Gaucherin 2015
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Hierarchical routing, contd.

* Kleinrock & Kamoun—-1977

Hierarchical routingis the only
way to deal with large networks

Else routing table gets too large

‘ * Packet forwarded towards

Lenkiaiock router connecting the LAN
with the address prefix that
includes the target address

tothe Internet

Farouk Kamoun

4 Copyright ©Scott Bradner & Ben Gaucherin 2015

Hierarchical routing, contd

e There could be shorter
paths but hierarchy reduces
the size ofthe routingtable

Listing every LAN in the Internet
would be far too big

Lose some performance in order
to scale better

¢ CurrentInternet routing

approach

5 Copyright © Scott Bradner & Ben Gaucherin 2015

IP address assignment

& * Rootassignments by IANA
W/ /77774 function in ICANN

* Regional assignments by 5

Internet Assigned Numbers Authority

regional IP registries (RIRs):
ARIN (NA)

RIPE (Europe)
LATNIC (SA)
APNIC (AP)

AFRINIC (Africa)
* Exclusive territories

6 Copyright ©Scott Bradner & Ben Gaucherin 2015
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IP address assignment, contd.

* Big(enough) ISPs get
allocations
116 “Bigenough” means can justify ~

4,000 hosts
Else must get addresses from
@ upstream ISP

@ * Suballocate to their
customers (some of which

®@ are ISPs)

* ISP customers sub allocate
@ to their customers

ISP customers sub allocate to
their customers, etc.

* Appears as singleentryin
routing table

7 Copyright ©Scott Bradner & Ben Gaucherin 2015

IPv4 address market

- * |ANA ran out of IPv4
Zﬂllﬂ addresses

Internet Assigned Numbers suthorty Jan 31,2011

RIRs ran out later
* Plenty of IPv6 addresses

* Now marketin IPv4

I = . addresses
I I I I Or, specifically, the right to use

IPv4 addresses
Massachusetts * Value varies

1I_n51':1itutle of 2019 example $20/address
echnolody * Still must show need

* Routingtable impact

8 Copyright © Scott Bradner & Ben Gaucherin 2015
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Routing

ISP (exterior) routing

CSCIE 45a: The Cyber World—part A

1 Copyright © Scott Bradrer &Ben Gaucherin2015

Border GatewayProtocol version 4 (BGP4)

* |ETF recommended EGP
Inter-Autonomous System

1 ETF (AS) routing protocol
Direct traffic through
multiple connections

TN T Not needed for single-homed
b
(

IsP 5 b 1sp Ty sites
~ A
~

“*"*—X —" « Views Internet asarbitrarily
> interconnected ASs

'; enterprise ) e Path vector protocol

e )

— Passes around paths - not just
next hop & metric

2 Copyright ©Scott Bradner & Ben Gaucherin 2015
BGP4, contd.

* Runs over TCP

* Provides reliabletransport
Avoids requirement for other

reliability functions

Some concern in congested
networks

No auto configuration
Manual configuration between

' L, ! eers supports business model
tispcy Cispp Yy P

R i.e., only peer with ISPs you have
Aonly peers with C decided to

B only peers with D
C peers with A & D but not B
D peers with C & B but not A

Copyright ®Scott Bradner & Ben Gauchein 2015
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Path vector protocol

* Router maintains table of
paths of ASs to prefixes

* Modifies table based on

received updates
Replace entry if update with a

better path is received

Sends copy oftable or
changed parts oftable as

update

4 Copyright ©Scot Bradner & Ben Gaucherin 2015

Path vector operation

* Export list of within-AS
prefixes prepended with ASt

to neighbors

Update: prefix, AS path,
attributes

« When update received
Putinto AS path table

network Next hop

*>10.1.2.2.0/24 1723113

0 54998 64997 i Prepend own AS# and send to

path neighbors
* = valid route . Filtered AS path table put
> = best route . )
i = internal route into forwardingtable
5 Copyright ©Scott Bradner & Ben Gaucherin 2015
BGP4, updates

* Routes stored in Routing
Information Base (RIB)

* Conceptual picture-3 tables

Adj-RIBs-In - all received routes
Loc-RIB — locally used routes

Adj-RIBs-In data filtered by policies

Adj-RIBs-Out - routes to be
advertised to peers

Loc-RIB data filtered by policies

Adj-RIBs-Out  |———
lupdates

—
updates

fiter _,.x x\ fer |
Loc-RIB

6 Copyright ©Scott Bradner & Ben Gaucherin 2015
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BGP4 operation

OPEN messages exchanged

Marker atstart

Length  [To: 1] ver

Keepalive messages
exchangedifnoupdates

My AS  |Hold Time
BGPID

L= within hold time ( negotiated
i Optional parameters | at start)

If noupdate or keepalive

Marker within hold time or iflink

Length: 19 | Tp: 4 goes down

Discard all paths learned
through that link

7 Copyright ©Scot Bradner & Ben Gaucherin 2015

BGP4 operation, contd.

¢ Accumulates information
about
What prefixes are in what ASs

Connections between ASs
Creates paths to all prefixes

- AS paths
521215 network entries ; A
14632697 path antries Paths are a series ofASs in route
2434252/89607 BGP path back to AS with prefix

Actual path selected by length
and weight or other policy
Next hop recalculated at each hop

e All paths keptin caseof
failure of a non-adjacentlink

Quick move to alternate path

8 Copyright ©Scott Bradner & Ben Gaucherin 2015

BGP operation, contd.

* Routingscale

08/10/21 snapshot of a backbone router

BGP community

2636 BGP extended community entries using 194906 bytes of memory
BGP using 3712194040 total bytes of memory
9 Copyright © Scott Bradner &Ben Gaucherin2021
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iBGP

* Al BGP border routers for
an AS must be full-mesh

connected

With iBGP over logical
(TCP), not physical, links

same AS = iBGP

—@ *" BGP between routers in
,ti

* BGP betweenroutersin
%."‘/(\ different ASs = eBGP

10 Copyrght ©Scott Bradner & Ben Gaucherin 2015

iBGP, contd.

* iBGPis to exchange routing
between BGP routers

¢ Alsoneeda IGP forinternal
routing

And to tell edge routers what the
internal prefixes are

* Two protocols in use

OSPF & IS-IS

11 Copyright ©Scott Bradner & Ben Gaucherin 2015

BGP4 policy

* BGP enforces policy, e.g.,:

Selectively rejecting routes
through specific ASs

Selectively refusing to be a transit
provider

Selectively prefer specific routes

3 for a prefix
YT':\-Policy enforced by:

L Controlling redistribution of
routing information

Controlling selection of paths
between multiple alternative
paths

Copyright © Scott Bradner & Ben Gaucherin 2015
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BGP4 updates
* Updatesinclude
L List of N withdrawn routes
Length: 19 [ Tp: 4] 0 or one feasible route
0N Withcrawn routes List of prefixes & masks for the
route
New Path Attributes & Path attributes for the route

1 Reachabllity Information

e Path attributesare path-

specificinformation, e.g.,
AS-path: sequence of ASs back to

origin

next_hop: IP address of router to

be used for next hop

13 Copyrght ©Scott Bradner & Ben Gaucherin 2015

Filteringinputroutes

* ISPs deal with routes from

Customers, peers & internal

* Filterinputroutes
Reject input if not IRR compliant

T Reject routes from customers
with peer ASin their paths

Reject input if same as ISP
internal routes

14 Copyright ©Scott Bradner & Ben Gaucherin 2015

Filtering output routes

* Markentries with
community attributes

» o«

“Peer”, “customer”, &
“internal” communities

Used in filtering output routes
¢ Use community attribute

Adj-RIBs-Out

- Send peers only routes with
! “customer” attribute

Send customers routes with

Loc-AIB

“customer” or “peer” attributes

15 Copyright ©Scott Bradner & Ben Gaucherin 2015
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BGP path determination

Example path selection
sequence:

Path with the highest LOCAL_PREF value
Path with the shortest AS path

Path with the lowest origin type
Path with the lowest MED
if the same AS advertises the possible paths

Prefer eBGP over iBGP paths
Oldest path
Path through the neighbor with the lowest

router ID

Path through the neighbor with the lowest IP
address.

16 Copyright © Scott Brad ner &Ben Gaucherin2015

BGP path determination, contd.

external link

internal link

XX ViaASEASZAS 1

17 Copyright ©Scott Bradner & Ben Gaucherin 2015

Asymmetric data paths

¢ Alsoasymmetric load

* Nearest exit routing-getit
off my net ASAP

ak.a., “hot potato routing”
* Influences peering

agreements

“Other” ISP must have a good
backbone

[ P

18 Copyright ©Scott Bradner & Ben Gaucherin 2015

© 2016 Scott Bradner & Ben Gaucherin. All rights reserved.



For use by students in Harvard Extension School CSCI E-45a only. Do not copy.

Imagecredits

All drawings and photos by Scott Bradner unless noted
Slide#  credit
5 http://www.digitaltut.com/route-bgp-questions

16 http://routing-bits.com/2010/01/07 /rib-route-selection/

18 —web server - https://openclipart.org/detail/163741/web-
server

19 Copyrght ©Scott Bradner & Ben Gaucherin 2015

© 2016 Scott Bradner & Ben Gaucherin. All rights reserved.



For use by students in Harvard Extension School CSCI E-45a only. Do not copy.

Routing

Conclusion

CSCIE 45a: The Cyber World—part A

1 Copyright © Scott Bradrer &Ben Gaucherin2015

Routing summary

* Dynamic routingis the way
to go

Heals the network when needed
¢ Butthere are times when

static routingis better
E.g. customer links in ISPs

* Routinggenerallyjust gets
you to the next hop

Source routing rare

2 Copyright © Scott Bradner & Ben Gaucherin 2015

Routing summary, contd.

* Recommended enterprise
Al U s routing protocol is OSPF

Can be complex to set up

1 ETF because of its flexibility

* IGPs are for nets where trust
exists

¢ Defaultrouting makesthe
@ @ net work

o) (?9)  « Hierarchicaladdressingand
‘ @ routing are required
@)

3 Copyright © Scott Bradrer & Ben Gaucherin 2015
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Routing summary, contd.

* EGP needed between
networks with multiple
connections

ISP & enterprise
* BGP4is the recommended

RGP
* BGPis aprogramming

language for mistrust
¢ Asymmetric data paths are

the norm for the Internet

Copyright © Scott Bradner & Ben Gaucherin 2015

Routing summary, contd.

¢ The Internet never
converges

* Routingdoes not recognize
congestion

Copyright © Scott Bradner & Ben Gaucherin 2015
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